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Abstract
Aim: Artificial intelligence (AI) is making significant in-
roads into the field of psychiatry, offering new tools 
and applications. ChatGPT, a specific chatbot, is at the 
forefront of this digital revolution. AI’s use in psychiatry 
ranges from identifying psychiatric symptoms, predicting 
treatment responses, and improving medication adher-
ence to assisting in patient education, monitoring, and 
bridging gaps in mental health care. Materials and Meth-
ods: This review used a literature study method. Results: 
ChatGPT functions as a clinical decision support tool. It 
can analyse patient data and provide diagnostic insights, 
recommend evidence-based treatments, and offer drug 
information. It has demonstrated proficiency in gener-
ating summaries from medical records, saving clinicians 
time and enabling them to focus on patient care. Ad-
ditionally, chatbots like ChatGPT serve as therapist assis-
tants, offering emotional support between therapy ses-
sions and potentially conducting psychotherapy. Studies 
have shown positive outcomes, with chatbots reducing 
depression, anxiety symptoms, and providing 24/7 avail-
ability for crisis situations. Users find them non-judgmen-
tal and comfortable for discussing sensitive issues. De-
spite their potential, chatbots have limitations, such as 
the risk of incorrect or biased information due to their 
training data. They lack genuine understanding, creativ-

ity, and the ability to clarify user input. Ethical consid-
erations regarding responsibility and data usage are 
paramount. Conclusion: AI, particularly ChatGPT, holds 
substantial promise in modern psychiatry, enhancing 
diagnostics, patient education, monitoring, and thera-
peutic support. Its integration into everyday psychiatric 
practice requires careful use, continuous oversight, and 
ethical considerations. Psychiatrists must become more 
familiar with AI tools to leverage their benefits in pa-
tient care.

Copyright © 2024 KBCSM, Zagreb 
e-mail: apr.kbcsm@gmail.com • www.http://apr.kbcsm.hr

Introduction

Artificial intelligence in psychiatry

There have been four industrial revolutions in the 
history of  humankind: mechanical revolution (with the 
invention of  a steam engine), electrical (with electrifica-
tion of  industry and everyday life), Internet (which has 
become widespread) and digital (characterized by a fu-
sion of  technology types) [1]. Artificial intelligence (AI) 
is one of  the forms of  a digital revolution. It was origi-
nally recognized in 1956, and the term AI was coined 
by computer scientist John McCarthy, who defined it 
as „the science and engineering of  making intelligent 
machines“ [2]. The word „intelligent“ is used when the 
technology has the ability to learn. There are several 
ways in which a machine/computer is able to learn. Ma-
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chine learning (ML) is an approach to enabling an algo-
rithm to learn [3]. There are three types of  ML: super-
vised ML (data are pre-labelled and the algorithm learns 
to associate input features to predict the labels; it learns 
from a large amount of  labelled training data), unsuper-
vised ML (it uses clustering techniques to sort raw, un-
labelled data) and deep learning (by employing artificial 
neuronal networks /ANNs/) [3]. ANNs are comput-
erized models that imitate the construction and opera-
tion of  biological neural networks in the brain [4]. They 
are composed of  interlinked artificial neurons classified 
into three layers: input layer (which accepts the data), 
hidden layers (which perform calculations, but invisibly 
to the customer) and output layer (generates the results) 
[4]. The “neuron” can be either activated or inactive, 
based on the total weighted input. During the training 
process it is exactly these weights and biases that make 
the adjustment possible. 

The first use of  AI in psychiatry dates back to 1960s 
with computer programmes used to support diagnostic 
decisions and create treatment plans [5]. Today’s use of  
AI in contemporary psychiatry is wide: it can identify 
pre-determined psychiatric symptoms or suicide ideation 
from health data and can predict depression and suicid-
ality on unstructured texts, social media posts, twitter 
data or Instagram posts; it can predict which patients 
will respond to citalopram based on clinical history, so-
ciodemographics and mood; which clusters of  symp-
toms of  depression (i.e. core symptoms, sleep symp-
toms and atypical symptoms) will respond to different 
antidepressants, which group of  patients will better re-
spond to placebo (those with higher education) [1,6-8]. 
Apart from these mainly statistical methods, an AI plat-
form on mobile devices was able to improve medica-
tion adherence, compared to directly observed therapy 
in persons with schizophrenia [9]. Accuracies of  these 
different methods ranged from 62 % (smartphone data 
and information from social media) to 98% (predictions 
from physical functions and sociodemographic data) [1]. 
It is important to interpret the results we obtain from AI 
wisely. For example, depressive posts recognized by AI 
in social media may suggest depressive mood and not a 
diagnosis of  depression. 

Chatbots are specially designed AI platforms that 
generate human-like conversations; therefore, some call 
them conversational AI [10,11]. They have been widely 
used in service industries: by hotels, phone providers, 
etc (in any domain where it is expected that many people 
will ask similar questions – e.g. about prices, cancella-
tion policies, terms and conditions). Chatbots often start 
the conversation by stating „My name is Marina, how 
can I help you?“ or similar greetings (mimicking human 
conversation starters), giving the illusion the customer is 
speaking to a real human being. 

ChatGPT is a specific chatbot. It stands for Chat 
Generative Pre-trained Transformer. It is a large lan-
guage model (LLM) trained on a massive amount of  
culled textual data and can replicate human discourse 
[12]. It was fed by a huge amount of  text found on the 
Internet. The word generative means that it can cre-
ate new contents [13]. Responses are generated via an 
autoregressive statistical model which outputs a word 
based on the probabilities of  different words following 
the previous ones [11]. This means that the response is 
not intelligent, ChatGPT does not understand why this 
is the response, but simply ‘calculates’ the best match. In 
other words, it generates text based on the prompts pro-
vided, without understanding the prompts’ and the re-
sponses’ meaning [4]. It is a probabilistic text generator 
[10]. It is a simulation of  intelligence and not intelligence 
itself  [14]. Nevertheless, it emulates human speech and 
interacts with its user in a dialogue way [15]. ChatGPT 
was launched on November 30, 2022 by San Francisco-
based Open AI [12,16]. 

Still, the responses can be optimized using reinforce-
ment learning with human feedback and therefore, the 
contemporary ChatGPT provides better fitting answers, 
compared to the earlier versions of  it. Furthermore, it 
can be optimized with specific feedback (e.g. from pro-
fessional texts or on a specific topic) and in such cases 
specific chatbots are produced that are better suited for 
a specific task [4,10]. This is what P (pre-trained) stands 
for in GPT. It is important to mention that ChatGPT 
was not primarily introduced to be a medical help and it 
was fed by different, both professional and lay texts, and 
therefore may produce answers that are based on all the 
texts provided and not only on texts that are medically 
appropriate. 

The aim of  this review was to gather and discuss 
the contemporary knowledge about the use of  chatbots 
(and especially ChatGPT) in clinical psychiatric work. 

Materials and Methods 

This review used a literature study method. The literature 
search was conducted on PubMed, Google Scholar and Re-
searchGate platforms, using keywords “ChatGPT”, “chatbot” 
and “psychiatry”. Furthermore, all the references from the 
searched studies were carefully considered and included if  ap-
propriate. 

Potentials of ChatGPT and other chatbots in psychiatry 

ChatGPT can be used as a clinical decision support tool to 
analyse patient data and assist a psychiatrist in the clinical as-
sessment and management. The user can feed it with informa-
tion about their patient and ask ChatGPT to analyse the data 
and provide ideas on a diagnosis for the given symptoms, or to 
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provide differential diagnostic options and appropriate work-
up to either confirm them or dispute them. Usually, it was able 
to identify a medical condition based on initial symptoms and 
was able to provide a list of  differentials and an incomplete list 
of  assessments [17]. Nevertheless, with additional provocation 
it gave a complete list (and this underlines the fact that there is 
always the need for a medical professional to approve informa-
tion) [12,13]. It was the least successful in diagnosing personal-
ity disorders [18].

ChatGPT may provide evidence-based treatment recom-
mendations tailored to patient’s needs and preferences and a 
holistic plan of  the management, including pharmacological 
and non-pharmacological approaches [12]. Studies prove that 
ChatGPT gives suggestions on treatment based on generally 
accepted guidelines. It can also be used as a drug information 
retriever providing details. A clinician can ask ChatGPT to give 
him details about possible side-effects and adverse reactions, 
laboratory changes or interactions with other medications. Fur-
thermore, it gives information about possible indications and 
dosages [12,15]. 

It is worth noting that ChatGPT has passed United States 
Medical Licencing Examination (USMLE), steps 1-3 and has 
been proved to give differential diagnoses from clinical vi-
gnettes by the 93.3 % accuracy [19]. Of  course, all the details 
should be checked by the physician and not followed blindly. 
With a sensible use, psychiatrists can make more accurate and 
informed diagnoses, design more effective treatments and per-
sonalized care for individual patients, but also make the access 
to mental health care more approachable for patients [15]. It is 
important to note that 78 % of  participants were willing to use 
ChatGPT for self-diagnosis [20]. Participants in studies have 
shown that they are overall willing to receive health advice from 
chatbots (especially on logistical issues and preventative mea-
sures) [10,20,21]. When given both answers from ChatGPT and 
human professionals, participants were only weakly able to dis-
tinguish who was the author of  the responses (ability to identify 
the author ranged from 49 to 86 %, depending on a question, 
with the average of  65 %) [10]. Yet, ChatGPT was not trained 
on medical data specifically, and there are medically trained 
chatbots, such as Med-PaLM, which might produce even bet-
ter results [10]. 

There is an additional function of  trained chatbots. It has 
been shown that they can identify the content of  speech that in-
cludes hallucinations and delusions, as well as other pre-defined 
sets of  symptoms [15]. It can also recognize main mood from 
the text and can explain its reasoning. Thus, it can help gather 
information about symptoms and assist in making a diagnosis 
[5]. Similarly, we can use ChatGPT as a tool to help educate our 
patients. It can give information about the disease, possible risk 
factors, but also about life style changes or about medications. It 
can save time since it is available 24/7 and can answer patient’s 
questions repeatedly, without tiring [15]. 

Furthermore, it can be used for patient monitoring. This can 
be specially the case in children, adolescents and young adults 
[16]. There are studies conforming that it can give support be-

tween therapy sessions [4]. It can help in regulation of  emotions 
and behaviours and support patients through meditation, mind-
fulness or helping patients setting their goals [5]. 

Adolescents and young adults are more prone to use digital 
technologies, because they have been born with this technol-
ogy and are available on-line all the time. Furthermore, lack of  
child and adolescent mental health professionals is even more 
pronounced than in adult psychiatry. Chatbots can be one of  
the possibilities of  bridging this gap [16]. ChatGPT can help 
clinicians to generate summaries from medical records and put 
them in admission notes or discharge summaries and thus save 
time and clinicians can focus on patient care [13,22]. Another 
function of  ChatGPT is to assist medical education. It is easy 
to create simulated patient examples (simply by asking it to pro-
duce an example of  a patient with particular symptoms and par-
ticular aethyology; by additional instructions ChatGPT can pro-
duce specific details). In such a way we can produce examples 
for students or residents without the risk of  harmful behaviour 
or any ethical issues and without responsibility [23]. ChatGPT 
can create case vignettes on certain topics, even in other lan-
guages then English [24]. This might be important, because 
some research show that people more often use terms in indig-
enous languages than in English, when searching for health in-
formation [25]. Further, chatbots can help with data collection 
and analysis by researchers. It can be used to polish academic 
writing for readability [13]. Due to extended use of  ChatGPT 
by some researchers and due to ethical pressures, World Associ-
ation of  Medical Editors have reached some recommendations 
regarding the use of  AI in publishing results: ChatGPT cannot 
be listed as a co-author, its use should be acknowledged and it 
should be clearly stated what it was used for [13,14]. 

Chatbots as psychiatrists/therapists 

Science fiction author Frederik Pohl described a comput-
erized version of  a psychiatrist in his novel Gateway, 35 years 
ago [26]. He even gave paratext examples of  a computer pro-
gramme standing behind this AI therapist (if  we use contempo-
rary terms). It seems that his predictions came true. 

Eshghie and Eshgie showed that it is possible to give 
prompts to ChatGPT to instruct it how to talk with their pa-
tients in between sessions [4]. They showed that ChatGPT is 
capable of  holding the conversation in a positive, non-judg-
mental and supportive way, to ask clarifying questions and pro-
vide feedback that validated patients’ feelings and experiences. 
It also suggested potential coping strategies and encouraged pa-
tients to explore the underlying triggers. Thus, ChatGPT can be 
used as a therapist assistant for emotional support in between 
therapy sessions. 

The final frontier is use of  chatbots as therapist substi-
tutes. This is an important issue, knowing that there is an in-
sufficient number of  mental health professionals available [11]. 
There have been some studies showing that chatbots can be 
used for psychotherapy sessions, allowing patients to interact 
with a virtual therapist through an online platform [5]. Even 
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ChatGPT proved to be a good listener, can be employed 24/7, 
and is more cost effective. Furthermore, it is not biased and 
judgemental and there are patients who are unwilling to open 
in front of  a human therapist (fearing they might judge them) 
but feel talking about intimate issues in front of  a non-human 
machine less frightening [11]. Some consider sharing personal 
history with AI to be less stigmatizing and would prefer to talk 
to an AI and not to a human psychiatrist because they feel more 
comfortable with self-disclosure to a computer [23]. Further-
more, ChatGPT is able to provide companionship at any time 
[16]. Because the responses of  ChatGPT are human-like, they 
can provide company, support and therapy [27]. 

We already have some results on therapeutic use of  chat-
bots. There are some positive results in reducing depression 
among college students with a conversational chatbot (Woe-
bot), after a two-week cognitive behavioural based therapy and 
the users considered it to be empathetic [16,28]. Also, ChatG-
PT can mimic therapists for people with social anxiety disorder 
[29]. On the other hand, depression-focused chatbot called Tess 
proved positive effect on the reduction of  anxiety symptoms, 
but not depressive symptoms [30]. Abd-Alrazaq et al found 
weak evidence that chatbots can help in managing depression, 
stress, and distress but had no effect on subjective psychological 
wellbeing [31]. Furthermore, due to its 24/7 availability it can be 
valuable in crises situations, to help control suicidal ideation and 
panic attacks [16]. Others showed it can help in regulation of  
emotions and behaviours and support patients through medita-
tion, mindfulness or helping patients setting their goals [5]. 

Some authors even studied human-chatbot relationship de-
velopment (on 18 subjects). Skjuve et al found that the relation-
ship was of  a superficial character at the outset, but evolved 
to a substantial affective exploration and engagement and was 
rewarding for the users. They concluded there are three stages 
to the relationship: explorative, affective and stable [32]. When 
chatbot was being seen as accepting, understanding and non-
judgmental, the relationship was facilitated. Meng and Dai also 
confirmed that chatbots are as effective in providing emotional 
support as human partners in reducing stress and worry. The 
reduction in symptoms happened only when chatbots offered 
emotional support; those chatbots that were solely self-disclos-
ing did not provide any reduction in stress and worry [33]. 

Would attaching friendly avatars help as well as combination 
of  language analysis with physiological measurements achieved 
by wearable devices? [13]. Such idea has been already described 
in Pohl’s Gateway. He suggested that a patient should be con-
nected to instruments measuring physiological parameters (e.g. 
pulse, blood pressure, sweating intensity) while talking to an AI 
psychiatrist SF [26].

Chatbots weaknesses

Similarly to humans, chatbots can provide false answers. 
There are three types of  false answers [11]. The first type is 
due to the data chatbots were fed with. ChatGPT was fed with 
a large amount of  data from Internet. Yet, these data were not 

only specific or professional, authentic data, but anything avail-
able, from both professional and lay sources. Since ChatGPT 
produces answers by calculating the most probable response, 
based on the given information, it can give answers that result 
from the large dataset which was not specific, professional, 
nor scientific [16]. Therefore, it can produce wrong informa-
tion and inappropriate advice [27]. Because the data it depends 
upon were biased, it will give biased answers. The data chat-
bots are based on were created with overrepresentation of  cer-
tain groups, e.g. European and North American datasets, and 
therefore, chatbots’ answers are biased towards these groups 
[10]. The second type of  false answers is the result of  the fact 
that ChatGPT does not broaden its information base. It was 
launched with the dataset finalized in September 2021 and it 
does not know anything that was added to the Internet dur-
ing the last two years (because its pretraining ended in Septem-
ber 2021) [13]. Finally, the third type of  false answers are just 
fabricated data that it sometimes gives. If  you ask ChatGPT 
to produce literature on a specific psychiatric topic it will give 
you references that are technically correct (the correct order of  
authors and punctuation), but with non-existent articles. Com-
puter scientists call these incorrect, non-existent outputs that 
were generated by the model and which even appear in the new 
version, GPT4 - hallucinations [13]. 

Chatbots do not understand what they produce, they just 
provide calculated answers from the information they were fed 
with. Words for them do not have meanings. They lack com-
mon sense and make reasoning errors [13,23]. They do not have 
creativity, nor can they produce personal, individual responses. 
They are not tuned to individual differences and do not identify 
a person who needs more assistance [16]. If  a user, for example, 
puts an incorrect decimal point or misspells something, Chat-
GPT cannot recognize that and it will give inaccurate output. It 
does not have the ability to ask users to clarify input [12]. One 
of  the answers to these risks is a co-creation and collaboration 
between psychiatrists and AI to provide best possible care. The 
combination of  the expertise of  psychiatrists and the analytic 
power of  AI provides a synergistic effect [5]. For all these rea-
sons, professionals should always verify and revise the content 
and routine monitoring of  the system should be mandatory [13]. 

It should be added that ChatGPT does not recall conversa-
tions from previous sessions if  a new thread is started [4]. There 
is also an ethical problem of  whose responsibility it is when 
something goes wrong – is it the responsibility of  a psychiatrist 
using these data, of  a patient (if  they gave their consent to a 
medical doctor to use AI), of  a company who developed the 
specific AI or the system itself ? Maybe we should think of  ask-
ing our patients to give their consent that we can use chatbots 
or other AI applications in our practice. Or to give their consent 
to provide their social media content for assessment by GPT-
based medical apps [13]. 

For all of  these reasons American Psychiatric Association has 
formulated a digital psychiatry task force to evaluate and monitor 
AI and mental health related applications [27]. Where are Croa-
tian psychiatrists and professional associations in this respect? 
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Use of ChatGPT in everyday psychiatric practice 

So far, it seems that psychiatrists are less involved into appli-
cation of  AI, including ChatGPT, into their everyday work, and 
some believe it is because of  lack of  training of  psychiatrists on 
skills of  using software for clinical applications and computer sci-
ence and AI [23]. Today, use of  AI is not included into medical 
education and medical curriculum in major Medical Schools [23]. 

One possible application of  ChatGPT in everyday work is 
to use patient data when diagnosing or creating treatment plans 
and write it in a style of  a case vignette and ask ChatGPT for 
differential diagnoses and proper investigation, treatment plan, 
side effect profile and standards of  care. AI will give detailed 
list of  all the abovementioned elements. The user needs to keep 
in mind that the result will depend on the input (more specific 
the input, more specific the output). If  we are not fully satisfied 
with the answer, there is a „regenerate“ button, which will pro-
vide a new answer to the same question and this button can be 
applied as many times as we want. Another useful phrase is to 
ask „Can you expend on this “or „Can you tell me more“ and it 
will provide more specific details. It is possible to give new data, 
new details and continue the conversation with ChatGPT on 
some specific aspects of  the case. 

It is also possible to ask ChatGPT to provide an example of  
whatever case, diagnosis, symptom or problem we are dealing 
with [12]. ChatGPT (if  we ask it) can make it in a form of  an 
educational material for the patients, in a form of  a lecture or in 
a form of  a presentation for students or colleagues. The text it 
provides can be shorter or longer (we can instruct it to produce 
a certain number of  sentences) and in any level of  technical lan-
guage (e.g. let it sound as a lay person made it or let it sound as a 

scientist made it). Yet, do never copy the answers from chatbots 
directly, without checking it because the results can be biased, 
incorrect, or just false (“hallucinations”). 

The main limitation for this review is that ChatGPT and 
other chatbots is a technology that has been changing and im-
proving constantly and published articles cannot produce con-
temporary knowledge but depicts their use several months ago. 
Furthermore, majority of  studies are professional opinions on 
the use of  chatbots and there has been published only a few 
original research into the topic. 

Conclusion

If  we understand how ChatGPT and other chatbots 
work, we can use them knowledgeably and prudently, 
primarily for the analysis, organisation, and review of  
large amounts of  data, allowing us more time to focus 
on patient care. 
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