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ABSTRACT Low back pain (LBP) is a global health-problem phenomenon. Most patients are categorized
as non-specific, thus requiring an individualized approach which still poses a major challenge. In this paper,
SEMG recordings from two pairs of lumbar muscle sites were collected during an isometric trunk extension
exercise. Ninety-one subjects were included in the study; 29 patients with non-specific chronic LBP (CLBP),
25 patients with radiculopathy (RLBP), and 37 control healthy subjects (HS). Six best-performing time-
domain raw features were employed to model contextual secondary feature groups. Neuromuscular LBP
characteristics were described with coordination, co-activation, trends, and fatigue measures. Altogether,
aset of 327 secondary features was created where inputs into the classification models were further refined by
employing neighborhood component analysis (NCA). NCA effectively reduced the number of features (<20
components), alongside preserving them in the original interpretable domain. A set of 23 different classifiers
was employed and explored, resulting in classification accuracy of 0.94 for HS vs. LBP, 0.89 for HS vs.
CLBP, 0.98 for HS vs. RLBP, and 0.89 for CLBP vs. RLBP differentiation. High median precision (0.97)
and sensitivity (0.99) across all classifiers for HS vs. RLBP differentiation was obtained, with only three
feature components utilized (out of 327). Support vector machines (SVM) and k-nearest neighbor (KNN)
based classifiers consistently demonstrated best classification results. Different profiles of CLBP patients
were presented and discussed. The suggested method demonstrated the potential for patients’ subgrouping
and subsequent more individualized rehabilitation treatments, backed by medical interpretations through
feature modeling.

INDEX TERMS Chronic low back pain, clinical decision support systems, feature modeling, interpretability,
machine learning, patients differentiation, radiculopathy, surface electromyography.

I. INTRODUCTION phenomenon, taking large scale, not only affects the health

Low back pain (LBP) has been clearly identified and
confirmed as one of the major global public health problems
for decades now, ranked as the number one cause of years
lived with disability [1]. This inevitably leads to a significant
number of all people experiencing some form of LBP
during their lifetime, with a currently reported global yearly
prevalence of over 500 million people at any time [1]. This
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and abilities of the individuals but has tremendous socio-
economic implications, consequently incurring significant
costs [2].

Another revealing insight is that, for about 90% of
patients with LBP disorders, it can not be clearly stated the
cause of the pain, thus such patients are being classified
as non-specific LBP with treatments directed primarily on
reducing pain itself and its consequences. Among patients
with LBP disorders, 5-10% of patients can usually be
related to radicular syndrome [3]. Such an approach, with
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no specification, cannot tackle the real causes of LBP
problems and more subtle musculoskeletal changes with
neuromuscular adaptations in behind [4]. Equally, guarantees
of long-term positive outcomes for medical treatments and
rehabilitation are thus less likely to hold. This led to
hypothesizing that (non-specific) LBP patients are not a
homogeneous group [5], but more likey a more individualized
approach in diagnostics and rehabilitation is needed to
account for diversity and complexity in behind [4], [5].
An additional challenge is a high level of reported ambiguities
in understanding muscle recruitment mechanisms in LBP
patients (as thoroughly summarized by Dieén et al. [6]),
thus becoming an obstacle in supporting better treatment
outcomes overall. In that course, considering and introducing
multiple factors in terms of characteristics describing LBP
could enable identifying more specific motor control patterns,
potentially leading to a more homogeneous subgrouping of
LBP patients. This would be of high importance.

There has been a history of different methods proposed
and techniques employed to assess, predict or discriminate
LBP in patients, as summarized in several review studies
[6]-[8]. Some of these methods are relying on different
imaging techniques, like highly invasive X-ray or Computed
Tomography (CT) [9], less invasive ultrasound imaging [10],
or non-invasive, but expensive MRI [11]. Nonetheless,
the most commonly used approach to assess LBP in
patients is through surface electromyography (SEMG). sSEMG
is a well-established technique that enables non-invasive
recording of muscle activity. The myoelectric activity
reflects the neuromuscular adaptations in LBP patients, thus
enabling more insights into motor control coordination and
co-activation strategies among muscles. [6], [12]-[16].

The advancements and an ever-increasing interest in
machine learning (ML) and artificial intelligence (AI)
approaches, with their applicability to different domains,
were also reflected in different research efforts tackling LBP
problems. In the recent period (2020-2022), several review
studies have been presented focusing on the applications
of ML and AI in the detection, classification, treatment,
or management of LBP [8], [17], [18]. Although the
respective review studies examined a large number of
publications and research works within the LBP domain,
it was observed that the number of papers tackling the LBP
by exploiting ML and Al techniques, based on sSEMG only,
is still relatively small. Hence, Tagliaferri et al. [8] reported
in their review study only a few sEMG-only based research
papers to be considered with a ‘““fair quality”, i.e. with no
shortcomings [19], [20], whereas the remaining ones were
stated to be with ““poor quality’’. Jenssen et al. [17] identified
two hundred and eighty-seven publications, where, after
the refinement process, fifty-three papers on chronic pain
research and machine learning were reviewed. Among these,
only two papers were reported to deal with LBP by utilizing
SEMG exclusively, whereas the additional three papers where
combining SEMG with other types of information. In the
most recent review study, by D’ Antoni et al. [18], the Al in
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the context of computer-aided diagnosis (CAD) in CLBP
was reviewed. Similarly, only two studies were reported to
deal with LBP by employing sEMG only [21], [22], and
one study combined sEMG with kinematic variables [23].
General conclusions drawn from these studies are suggesting
that ML/Al in LBP is in its infancy [8] and that more attention
is needed on ML/AI approaches to the LBP prediction,
subgrouping, and treatments with prospects for the positive
rehabilitation outcomes [8], [17].

Available cross-sectional studies tackling LBP detection or
classification by means of SEMG only, were mostly focusing
on separation between non-specific chronic LBP (CLBP)
and healthy subject (HS) groups [12], [20], [21], [24]-[27].
Nonetheless, for the presented papers at hand, the clas-
sification accuracy for separating CLBP from HS was
ranging between 80% in [21] to 98.04% in [20] (for one
of the feature subsets). In a number of studies, SEMG is
combined with kinematic tracking in order to provide more
controlled insights into the related muscle activation and
movement patterns [16]. This enables expansion of the set
of characteristics (beyond sSEMG features only) that are sub-
sequently employed for detection or discrimination of LBP
patients [23], [28], [29]. Generally, it is observed that such
studies, combining SEMG and kinematic parameters, were
resulting in better classification accuracy results compared to
SEMGe-only ones. These studies were also, among the rare
ones, to tackle further discrimination within CLBP groups.
Dankaerts et al. [28] reported overall classification success in
discriminating healthy controls and two clinical subgroups
of patients (Flexion Pattern, FP, and Active Extension
Pattern, AEP) with 96.4% accuracy, however, the accuracy of
84.1%, if only SEMG features were utilized. Olugbade ef al.
employed classifiers in recognizing different LBP levels
(low and high pain levels) in patients, with the accuracy of
94% for the best-performing support vector machines (SVM)
classification model tested (random forests, RF, were also
employed). Another study, moreover utilizing sSEMG features
only, employed decision trees in differentiating CLBP and
patients with radiculopathy (RLBP) from the HS group, with
at best accuracy of 86.8% [30].

Furthermore, some of the studies tackled the prediction
of rehabilitation outcomes. Liew et al. [23] employed three
different binary classification models for differentiating
between patients with current LBP and with LBP in remis-
sion, alongside a third control group, where the best-reported
area under the receiver operator curve (AUC) of 96.7% was
obtained for differentiation between two LBP groups (current
and remission). A similar cohort study was presented by
Jiang et al. for discriminating the “‘responding” against the
“non-responding” LBP patients’ treatment outcomes [19],
by utilizing SEMG-only features, with best-reported accuracy
of 96.67%.

Dominant classification models, in presented studies,
were based on discriminant analysis [12], [24]-[27], where
in more recent works, SVM classifiers are gaining more
spotlight [19], [20], [29]. There have been also some
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attempts to apply deep learning methods in SEMG-based LBP
recognition with convolutional neural networks (CNN) [22],
reporting a high average classification accuracy of 92.9%,
but still without such approaches gaining more traction,
especially if only sSEMG features were considered. Such
an example of employing non-sEMG parameters was a
study of recognizing LBP individuals from healthy ones
with kinematic parameters as input into the deep learning
neural network with long short-term memory (LSTM), and
reporting both classification precision and recall up to
97.2% [31]. Further, some papers were investigating deep
learning methods in conjunction with sSEMG, where LBP
was not directly tackled, but the target was in real-time
forecasting of SEMG features for trunk muscle fatigue [32].
Additional examples of studies employing different neural
network techniques, as part of CAD in CLBP, can be found
in [18], where the presented studies were dominantly based
on MRI and other medical imaging techniques.

It is also worth noticing that in most cases studies,
relying on the dynamic functional type of exercise tasks,
were the ones also demonstrating the best classification
results [19], [20], [23], [26], [29]. Where also, in many cases,
these studies were collecting inputs from multiple muscles
or muscle sites [23], [26], [28]. Some of the examples,
where good classification results were obtained with a fewer
number of SEMG channels, were presented in [20], [29],
where furthermore, a simple isometric Biering-Sgrensen
exercise [33] was employed in [22].

Research in this paper has been motivated by still an
obvious lack of success in defining subgroups of LBP
patients, consequently leading to the inability to define
effective treatments for non-specific LBP patients [28].
Moreover, as stated in [34], it is considered the ““Holy Grail”
of low back pain research to establish such methods that
would enable subgrouping of LBP patients, backed with a
consistent medical interpretation. By examining the so far
reported results and state-of-the-art, we are hypothesizing
that an additional contribution to successful subgrouping
of LBP patients can be supported by introducing more
comprehensive multifactorial LBP classification models, thus
also capturing more individually-biased expressions of LBP
occurrences and avoiding a common pitfall of “one-size fits
all” approach [5], [34]. A similar view was shared in a recent
work by Fallaa et al. [35] pointing to possibilities of ML to
harness the variability of patients’ presentations to enhance
clinical predictions, as well as highlighting the importance of
not relying on single features when characterizing patients,
given the variability of physiological adaptations present
in people with spinal pain. Moreover, current procedures
leading to subgrouping of LBP patients did not lead to
successfully tailored treatment approaches [36], thus, still
waiting for more meaningful and interpretable systems able
to capture the variability of physiological and neuromotor
adaptations in LBP patients. Subsequently, another key
ingredient in our proposed method is an attempt to reflect
the LBP specificities directly within classification features
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themselves, more precisely, to model such features that
(1) contain contextual information pertained to LBP, and
(2) are interpretable by medical experts. Namely, currently,
it is still a predominant case that features inputs into
the classifiers are simplistic features or measures (e.g.
straightforward RMS, MDF or rectified EMG values as
utilized in [20], [23], [25], [29], [30]), meaning, not specific
to LBP phenomenon itself and its complex coordination,
co-activation and compensation mechanisms in any directly
modeled manner. Thus, our overall hypothesis is that
LBP complexity requires a more elaborated classification
modeling approach to enable insightful inference. This idea
follows the concerns and insights established throughout the
review studies by Dieén et al. [6]), Geisser et al. [14], and
pace-setting works by Hodges [4], [37]. In this research,
the complexity focus is put on feature modeling, not on the
complexity of the acquisition systems or exercise protocols.

In order to validate our hypothesis and the proposed
method construction, we have opted for the following
setup: SEMG features only (thus avoiding bias from other
non-myoelectric values), simple isometric trunk extension
exercise (thus avoiding bias from dynamic functional tasks
that have demonstrated certain LBP discriminating power),
only four SEMG channels for myoelectric activity acquisition
(thus avoiding contribution to discrimination success usually
pertained to multi-electrode setups), classifiers employed
as-is out-of-the-box (thus avoiding bias from additional
classifiers optimization or fine-tuning). The rationale behind
a such proposed setup is as follows: if this minimum
setup can demonstrate success in detecting LBP patients
and provide insights into LBP groups at hand (namely,
CLBP and RLBP) with satisfactory differentiation accuracy,
alongside preserving the possibility to interpret the results,
then it is reasonable to assume that further improvements and
optimization can contribute even further to the overall goal
of enabling effective and meaningful subgrouping of LBP
patients.

Finally, we consider this work as a step forward in building
clinical decision support systems (CDSS) that may be used
by medical professionals in clinical practice as part of more
concrete medical guided-based recommendation systems,
with strong interpretable models. Moreover, such explainable
models are mandated by European Union’s General Data
Protection Regulation (GDPR), as pointed out in work by
Jovi€ et al. [38].

Il. MATERIALS AND METHODS

A. SUBJECTS

Three different cohorts of male volunteers were involved
in our research based on the presence of low back pain or
related pathologies. All subjects were examined individually
by the medical professional and, following up their medical
history track and diagnostic check, each subject was assigned
to one of the three groups: HS, non-specific CLBP, and
RLBP. Inclusion criteria for CLBP were defined as daily or
almost daily pain that lasted at least three months prior to
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TABLE 1. Number of subjects (N) for HS, CLBP, RLBP cohorts with
demographic (age) and biometric (height, weight, body mass index - BMI)
details, together with Oswestry Disability Index (ODI), Roland-Morris
Disability Questionnaire (RDQ) outcome and Visual Analogue Scale (VAS)
pain scoring, are shown as the mean value and standard deviation

(mean =+ std).

HS (N = 37) CLBP (N=29) RLBP (N =25)

Age (years) 32.62 £9.17 34.1 £ 10.12 36.4£9.0
Height (cm) 180.76 £5.18  184.03 £ 7.63 182.56 £5.52
Weight (kg) 82.84 £+ 8.42 87.24 £10.39 86 £9.21

BMI (kg/m?)  25.35 4223 25770 £ 2.0 25.81 £2.64
ODI (0-100) 7.14 £8.1 15.59 £ 9.49 33.04 £ 14.1
RDQ (0-24) 1.86 £ 2.57 534 £3091 11.24 £4.76
VAS (0-10) 1.65 £ 2.02 274 £ 1.84 5.6+2.14

measurements [16], [28], [39]. For RLBP patients, the main
inclusion criteria were clinical symptoms of radiculopathy
with a positive Lasegue sign on one side lasting at least
fourteen days [26], [40], [41]. The overall exclusion criteria
for subjects were spinal deformation, spinal surgery, spondy-
lolisthesis, spinal stenosis, or spinal injuries, altogether with
the indication that there were no accompanying systemic
diseases [16], [26]. Following the defined procedure, ninety-
one male subjects were detected as suitable for measurement
protocol and SEMG data acquisition. Alongside collecting
the biometric and demographic details, subjects were pro-
vided intake of standard questionnaires, namely, Oswestry
Low Back Pain Disability Questionnaire (ODQ), Roland-
Morris Disability Questionnaire (RDQ), and Visual Analogue
Scale (VAS) for pain scoring, to assess their own LBP related
functional disability and pain perception status [13], [16],
[28], [42]. All these metadata are summarized in Table 1.
The data has been collected at the Biomechanical laboratory
of Polyclinic for Physical Therapy and Rehabilitation, Pula,
Croatia. The collection time was in the morning from 9:00
am to 12:00 pm.

The whole experiment was approved by the Ethics
Committee of the University of Zagreb, Faculty of Electrical
Engineering and Computing, and informed consent was
received from each subject.

B. MEASUREMENT PROTOCOL AND DATA ACQUISITION

Measurement protocol was based on the isometric trunk
extension exercise in the configuration of Roman chair
(a variant of Biering-Sgrensen test) [30], [33], [42], as shown
in Fig. 1. Myoelectric muscle activity was recorded with
FREEEMG (BTS, Milano, Italy) system with wireless
surface EMG probes enabling free movement of subjects
during the measurement. Each surface EMG probe applied
had a pair of pre-gelled Ag-AgCl 10 mm diameter electrodes
(Ambu-Blue, Sensor, and Ballerup, Denmark). Prior to
applying the electrodes onto the skin, the respective surface
was prepared in accordance with SENIAM recommendations
with surface cleansing and electrode-skin impedance con-
trolled (<5 k€2) [43]. The main characteristics of the EMG
recording system were given by: differential amplifying with
bandpass filtering (20-400 Hz), differential input impedance
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FIGURE 1. Tilting device in the Roman chair configuration used for
testing with the subject placed in the trunk extension position.

>100 M2, CMRR >100 dB (at 65 Hz) with 1000 Hz sampling
frequency using the 12-bit A/D converter. Outside of the
20-400 Hz frequency range, the contribution to the sSEMG
spectrum is deemed negligible [44].

To commence a testing procedure, each subject was
familiarized with the procedure, a tilting device, and instru-
mentation. Further, each subject was asked to stand upright
until electrodes were positioned. Four sSEMG channels were
acquired in the paraspinal lumbar region, placed over the
upper lumbar erector spinae (ULES) and lower lumbar
erector spinae (LLES) muscle sites, bilaterally (left and right)
in respect to the vertical spine axis (Fig. 2). While standing in
the upright position without footwear, the distance between
the floor and anterior superior iliac spine was measured.
Depending on the measured distance, the standing pad of
the tilting device was adjusted so that the toes, back of the
lower leg (above the Achilles tendon), and pelvis (together
with the upper thigh) became the only body parts in contact
with the tilting device and thus creating the supporting points.
The subject was instructed to stand on the tilting device and
to hold hands crossed having palms placed on the chest. Upon
the subject’s verbal confirmation, the medical staff gradually
tilted the device until a horizontal position was reached.
To ensure static contractions of lower back muscles each
subject was asked to maintain the horizontal position as stable
as possible. The weight of the subject’s upper body was used
to induce muscle fatigue. No differences in measurement and
exercise protocol, concerning the subjects’ medical status,
were demonstrated and all subjects were equally asked to
sustain the isometric contraction as long as possible or until
a maximum exercise duration of 180 seconds was reached.
When the exercise end was reached, medical staff returned
the subject to an upright position [30].

C. METHODS PROCEDURE OVERVIEW
Our research and proposed method consists of several steps
that are presented in more details in the sections III—VI. Here,

we shortly list the main steps involved:
1) Extracting raw (primary) features (section III)
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FIGURE 2. Placement of two bilateral pairs of wireless electrodes on the
L1-L2 (ULES) and L4-L5 (LLES) positions. Altogether four channels.

2) Constructing contextual (secondary) feature groups
(section IV)

3) Feature analysis and selection (section V)

4) Classification and validation procedure (section VI)

Steps 3) and 4) were repeated iteratively in order to
select and validate feature vector sets and propose the final
model.

lIl. RAW FEATURES

A. SEMG SIGNAL PROPERTIES AND LIMITATIONS

Surface myoelectric signals are generally characterized by
non-stationary [45]-[47] and non-linear [48]-[50] stochastic
properties as a result of not having satisfactory models
describing a deterministic nature of complex neural control
for muscle contractions [51]. Thus, different segments within
sEMG time sequence have different statistical properties and
carry different pieces of information relevant for respective
detection and inference of LBP conditions. This can be well
noticed in multi-electrode sSEMG topography measurements
with dynamic exercise tasks [52]. Thus, it would be
plausible to analyze consecutive portions of SEMG signals to
infer certain localized time-dependent properties that would
otherwise be lost. Alongside, within shorter time chunks
of sSEMG signal, statistical properties are changing much
slower and wide-sense stationarity (WSS) can be assumed.
This primarily holds for myoelectric signals derived from
isometric contractions with duration of 500 — 2000 ms [45],
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[53], [54], whereas for dynamic type of contractions these
assumptions may be violated [54]-[56].

Based on these insights, in this study time chunks
of L = 1000 ms were applied to calculate pri-
mary features with overlapping step s = 50 ms (the
equivalent of 95% overlapping between neighboring time
chunks).

B. PRIMARY FEATURES EXTRACTION

As the first step in our proposed procedure, simple raw
features (primary features further in the text) were calcu-
lated directly from the raw sEMG signals. These primary
features in subsequent steps were used to create more
LBP-meaningful secondary features. Depending on the
domain where features are calculated, they are generally
categorized as time-domain (TD), frequency domain (FD),
time-frequency domain (TFD), and spatial domain (SD)
based features. In this study, we have opted mostly for
the time domain-based features due to their simplicity and
speed of calculation. The full list of primary features being
utilized, with the originating domain and types of information
carried by the respective features, is given in Table 2.
We have used thirteen TD features: zero crossing (ZC), signal
slope change (SSC), Willison amplitude (WAMP), mean
absolute value (MAV), integrated EMG (IEMG), variance
(VAR), root mean square (RMS), waveform length (WL),
log detector (LD), kurtosis (KURT), skewness (SKEW),
permutation entropy (PE) and relative variance difference
(RVD). The only FD feature used is the power spectrum
median frequency (MDF). This feature list, among others,
contains all features presented by Hudgin [57] or Du [58].
Although respective feature vectors (namely, Hudgin’s and
Du’s) are primarily used in real-time applications exploiting
SEMG, like human-machine interfaces (HMI), it was worth
also exploring and comparing the applicability of similar
feature sets in the domain of LBP detection and patients’
differentiation.

Detailed overviews of these and other common features
created in TD, FD, TFD, and SD can be found in [59]-[62].
The presented features, irrespective of being created in time
or (time-)frequency domain, can reflect certain properties
that are natively expressed in another domain. For instance,
some of the TD features, like ZC or SSC are closely related
to the frequency properties of the respective signal, that
are originally observed in FD. Also, as part of this study,
we introduced an additionally constructed RVD feature which
is presented in more detail in section III-B2, together with the
less commonly used PE feature (section I1I-B1).

Our primary features are calculated on a sequence of raw
SEMG time chunks (L = 1000 ms, s = 50 ms) where
for each feature (Table 2) the output is a new sequence,
effectively sampled due to step s used. This new feature
sequence then holds more pronounced respective domain
(TD or FD) information, by reflecting the progression of
myoelectric properties that are expressed in terms of the
specific primary feature used.
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TABLE 2. Primary features used in this study with feature name, feature domain (TD, FD) and type of information carried (frequency, energy, activation,

complexity, higher order statistics - HOS).

S

Domain  Feature name

Type of information

TD Zero crossing (ZC)
TD Signal slope change (SSC)
TD Willison amplitude (WAMP)

1

2

3

4 TD Mean absolute value (MAV)

5 TD Integrated EMG (IEMG)

6 TD Variance (VAR)

7 TD Root mean square (RMS)

8 TD Waveform length (WL)

9 TD Log detector (LD)

10 TD Kurtosis (KURT)

11 TD Skewness (SKEW)

12 TD Permutation entropy (PE)

13 FD Power spectrum median frequency (MDF)?
14 TD Relative variance difference (RVD)P

Frequency information
Frequency information
Frequency information
Energy and complexity
Energy and complexity
Energy and complexity
Energy and complexity
Energy and complexity
Energy and complexity
HOS (non-linearity)
HOS (non-linearity)
Non-linear complexity
Frequency information
Activation and complexity

@MDF is the only FD feature used in this study.
bRVD is a newly introduced feature in this study.

1) PERMUTATION ENTROPY (PE)

Entropy is a non-linear measure of signal complexity.
There are different formulations and parameters that can
be used to estimate the entropy for the given signals.
We have chosen permutation entropy - PE [63]. With PE
the relative occurrences of different patterns or motifs can be
quantified. The strong side characterizing PE is the ability to
tackle non-linear properties of SEMG signals together with
demonstrating robustness in eliminating potential negative
effects coming from interferences. The main downside is the
computational complexity with calculation taking roughly
two orders of magnitude more time compared to other TD
features [63], [64].

The core of PE is in choosing n consecutive points
of samples and constructing an n-dimensional vector. The
obtained signals are then sorted in ascending order. The
resulting number of permutations in the newly created
sequence is of magnitude n!. The probability statistics for the
permutations and combinations over the entire time series is
calculated [64]. The probability is represented as p(;r ), where
7 stands for different permutations. The expression is given
with the following,

n!

PE==3 p@@)np ). M

r=1

The given formulation and computational implementation
is following the original work done by Bandt and Pompe [65].
In order to calculate PE, it is necessary to select n (n-th order
of permutation entropy) where the higher order generally
enables better estimation of the complexity of the underlying
dynamic system. Though, on finite-size signals, too high
order can result in underestimating the system complexity
due to missing some of the ordered samples on a given time
chunk. It is shown that an empirical formula5 x (n+ 1)! < L
for calculating order n provides good results [66]. Thus, in our
case, with the time chunk length of L = 1000 ms, n = 4 was
chosen.
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2) RELATIVE VARIANCE DIFFERENCE (RVD)

Relative variance difference is an additional feature con-
structed as part of our research and introduced in this
paper. It is constructed with a goal to enable detecting
and emphasizing the relative changes in localized sSEMG
signal energy (related also to amplitude changes) and specific
to localized contraction properties. The relative measure
is introduced having in mind the character of myoelectric
manifestations recorded on the surface of the skin where
the absolute values of SEMG signals may quite differ not
only among different subjects but also among different
channels recorded from the same subject. The presented
measure (feature) is given by

Var (xk+) — Var (xg—)

RVD (x) = .
k+W k
el IDIEED D
_ i=k i=k—W (2)
L X,
zﬁzxi

—

=

where for k-th step in the time sequence, a variance
difference around time sequence point xi is calculated for the
prior (Var (xx—)) and posterior (Var (x;4+)) time segment of
length W. In this study, segment length W = 1000 ms was
used. Variance difference is normalized against the overall
SEMG signal (channel) variance.

IV. CONTEXTUAL FEATURES

A. SECONDARY FEATURES CONSTRUCTION

The rationale behind introducing additional feature construc-
tion, on top of the primary features, was the intention to
provide functional and descriptive features that reflect the
concrete LBP domain-related challenges with the ability to
interpret the results. One of the main tasks was to enable
the detection of LBP patients and consequently provide more
specific differentiation of patients within LBP groups as,
nowadays, this poses one of the main challenges in dealing
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with LBP patients and rehabilitation treatments [5], [6], [28],
[34]. To achieve this, primary features were used to construct
contextual features (secondary features further in the text)
that are organized into the following feature groups:

1) Coordination measures

2) Co-activation triggers

3) Trends

4) Fatigue-related indices

B. COORDINATION MEASURES
Coordination-related features were introduced and proposed
to detect a relationship among the channels in different
muscle locations. Previous studies reported differences or
asymmetry in myoelectric patterns between the left and right
for patients with LBP compared to healthy subjects [24],
[52], [67]. The main coordination relationship investigated in
our research was the bilateral coordination, i.e. time-related
dependency between the left and right side of paraspinal
muscles (ULES and LLES) in the lumbar region (Fig. 2).
In that course, relationships for the left-right ULES, as well
as left-right LLES, were tracked separately, resulting in two
features per subject per single primary feature employed.

The aforementioned bilateral muscle relationships were
established by employing different distance metrics to
measure how closely each left side time sequence is in
alignment with the same corresponding sequence (i.e. derived
from the same primary feature) on the right side. This way,
a macroscopic muscle coordination indicator of myoelectric
similarity between muscle locations (channels) was defined.
Calculations were conducted only between the muscle
location pairs for the same subject, thus sequences were of
the same length inherently. Following distance metrics were
employed:

1) Euclidean distance

2) Correlation distance

3) Dynamic time warping (DTW)

4) Spearman distance

5) Mutual information (MI)

Thus, overall ten secondary features per single primary
feature were constructed, N¢, = 10.

1) EUCLIDEAN DISTANCE

Euclidean distance is a classic, very common distance
measure between two points in the vector space. In our
case, distance measure was directly employed onto two, same
length, primary features time sequences, as in

deuci(p, @) =

> i — 4> 3)
i=1

where p and g stand for the respective feature sequences.

To enable meaningful comparison among subjects, the
impact of different time sequence lengths should be elimi-
nated by introducing normalization or correction factors. This
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is achieved with the following normalization expression:

deuci(p, @) = )

2) CORRELATION DISTANCE
Correlation distance is calculated according to the
formulation

deorr 0, ) =1—p P, q). (5)
Expression in (5) is derived from the Pearson correlation

coefficient given by:

> pi—p)(qi—9)

i=1

n 1/2 ©)
{; i — D) (qi — 51)2}

P(P,CI)=

where p and ¢ stand for the respective primary feature
sequences. The correlation distance measure as such does not
require any additional normalization for comparison across
subjects.

3) DYNAMIC TIME WARPING

DTW is a technique that enables non-linear mapping of one
signal onto another one by finding the optimal path Wy that
minimizes the warping cost [68], as in

K
dprw(p, @) = mvin Zwk/K. 0
k=1

A warping path W is a contiguous set of matrix elements
(wx = (i, J)) that characterizes a mapping between our two
primary feature sequences p and g, resulting with the minimal
root sum of Euclidean distances between individual sequence
points, namely d(p;, ¢;) = (p; — ¢;)>. Alongside the warping
path being calculated, the output of this procedure is also the
similarity measure between the two sequences dprw (p, q).
The problem of finding the respective optimal warping path
is solved by utilizing dynamic programming techniques.

A trivial example of DTW distance measure and similarity
detection can be illustrated with the following two sequences
p=10,0,5,0,0,0,0,0],¢g =1[0,0,0,0,0,5, 0, 0], where,
for DTW, a measured distance between two sequences is
dprw (p, q) = 0, thus perfect alignment. In case of Euclidean
distance, it results with dg,q(p,q) = 7.07. In a core, this
demonstrates the basic difference and advantage of DTW
compared to a straightforward Euclidean metric, but at the
cost of higher computational complexity two to three times
orders of magnitude. This especially can become an impor-
tant constraint when dealing with lengthy sequences [69].
However, nowadays, more powerful computational systems
and advancements in DTW-based algorithms have opened
new perspectives for employing this powerful technique in
many other fields and applications [69].

VOLUME 10, 2022



V. Srhoj-Egekher et al.: Feature Modeling for Interpretable LBP Classification Based on Surface EMG

IEEE Access

4) SPEARMAN DISTANCE
Spearman distance is calculated as Spearman correlation
which corresponds to Pearson correlation between the rank
values of those two variables (in our case two feature
sequences) [70]. Pearson correlation primarily deals with
linear relationships successfully, whereas Spearman cor-
relation assesses the monotonic relationships (which can
be non-linear). That said, Spearman correlation results in
maximum values (41 or —1) for cases when sequences with
no repeating values are acting as a perfect monotone function
against each other [71].

Spearman distance uses rank values for calculation
(i.e. values that correspond to the relative position of
individual point within the sequence after sorting):

‘ (rpi —7p) (ti —7y)

dSI’ear w.q9 =1- nl 2
{Zl ("pi _fp)z (rqi _fq)z}
=
_ 1 (n+1)
rp=;Zri= 2

l

1 1
= Y= ®)

n

where r,; and r,; stand for rank value of sequence p and ¢
respectively at location (point) i.

5) MUTUAL INFORMATION
MI, as a metric based on the random variable entropy
measure, was also employed to quantify the relationship
between two sequences. MI has some interesting properties
where the ability to tackle not only linear but also non-linear
properties (unlike correlation coefficient or Euclidean dis-
tance) is especially useful [72]. A distance measure derived
from MI is given with following:
1 (p; q)
dM] (p’ q) 1 H (p’ q)
I(p;q) =H(p)+H(q) —HP,q)
=H (p.q) — H (plg) — H (qIp) ©))

where I(p; q) stands for information gain and H(p, q)
stands for joint entropy. Further, H(p) and H(g) can be
recognized as marginal entropies of variable (sequence) p
and g respectively, whereas H (p|q) and H(g|p) are respective
conditional entropies. As it can be observed, MI is closely
related to the information gain that is commonly used as one
of the criteria in decision tree classification models [73].

C. CO-ACTIVATION TRIGGERS

Co-activation triggers, as a measure or score, were introduced
in this study to detect underlying, more subtle changes
and relationships that occur among muscle locations in
time-localized scope and were counted throughout exercise
duration. In this way, co-activation patterns in patients with
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LBP are quantified and explored. For each channel, two
scores were calculated:

1) Co-activation time-alignments of myoelectric activity
across all SEMG channels

2) Co-activation misalignments to measure a lack of such
time-alignments across all SEMG channels

The procedure was set as follows:

1) Find the prominent localized peaks, for the primary
feature being checked, for each channel ch;, with
i=1to4.

2) Select one channel and iterate across all max-
ima (peaks) for that channel. Then, for each iterated
peak, with time location loc;, check within the
neighborhood + 250 ms if such a prominent peak is
also found in other channels. For each channel where
such peak is found, increase the channel counter by
one in the triggers activation matrix A, A(ch;, loc;) =
A(ch;, locy) + 1.

3) Repeat the procedure for all channels.

4) Co-activation alignment score, for each channel i,
is defined as the number of time locations (loc;) within
the triggers activation matrix for which A(ch;, loc;) >
3. Co-activation misalignment score is similarly
defined, but for case where A(ch;, loc;) = 1, meaning,
that respective time instance of trigger occurred only
within that single channel.

5) Normalize resulting co-activation alignment and mis-
alignment scores against exhibited exercise duration
for the respective subject

Altogether, eight secondary features per single primary

feature were constructed, N, = 8.

D. TRENDS

This feature group tends to establish relationships between
the start segment (first ten seconds) and the end segment
(last 10 seconds) of the static contraction SEMG recordings.
Trends are calculated across all primary features separately.
Relations are set both within muscles themselves (start vs.
end) as well as among muscle location pairs (bilateral and
ipsilateral). The rationale behind this approach is at least
two-fold: to account for evident intra-channel myoelectric
changes as exercise time progresses, and, to account for
inter-channel relationships as part of neuromuscular depen-
dencies among muscles (i.e. muscle locations as in our case).
Trend features, as part of the secondary features group, are
defined as follows:

1) Relative start-end difference for left and right LLES,
separately (10). Two features are calculated as
max and min out of these two metrics for LLES
(V; Try = 2).

2) Relative start-end difference for left and right ULES,
separately (11). Two features are calculated as
max and min out of these two metrics for ULES
(N1, = 2).

3) Ipsilateral ratio as a relative difference between LLES
and ULES end and start segments, for left and right
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FIGURE 3. Co-activation triggers shown for all four channels, left ULES, left LLES, right ULES, and right LLES, from top to bottom
respectively, taken from one healthy subject. The left vertical box, outlined with a dotted line, captures one of the occurrences
with missing co-activation alignment (i.e. trigger present only on left LLES muscle location) in +250 ms neighborhood. The right
vertical box, outlined with a solid line, captures one of the occurrences with co-activation alignment (i.e. triggers found across
all muscle locations). Co-activation triggers were captured via RVD (primary feature) prominent peaks, normalized to max peak

value for each channel separately.

side separately (12). Two features calculated as max
and min out of these two metrics for left and right
(N Try = 2)

Absolute relative left-right difference calculated for
LLES start and end, separately, and normalized with
a sum of left and right (13). Thus, two relative features
per one subject, (N7, = 2).

Absolute relative left-right difference calculated for
ULES start and end, separately, and normalized with
a sum of left and right (14). Thus, two relative features
per one subject, (N7.5 = 2).

The expressions are given with:

4)

5)

(ULESL(seg) — ULESR(seg)> (14)

Trs(seg) = ab
ULES| (seg) + ULESR(seg)

where seg stands for either start or end segment of the
respective SEMG recording, separately, whereas L and R
stand for the left or right side of these corresponding ULES
or LLES regions, respectively.

Altogether, ten secondary features per primary feature
were created, N7 = 10, and normalized with respect to the
exhibited exercise duration.

A visual inspection of time-evolving changes for the
underlying primary features, based on which trends are
calculated, are shown in Fig. 4. For most of the trends, a time-
dependent decrease is observed. For SKEW, PE and RVD,
decreasing trend behavior is not explicit or observed in this

Tri(a) = LLEStqr1(a) — LLES enq(a) (10)
LLES411(a)
Tra(a) = ULES;tari(a) — ULES nq(a) (11)
ULEStari(a) example.

where a takes either left or right of the lumbar region.
LLEStq;+ or ULESg,+ stand for an averaged value of
the corresponding (primary) feature for the first 10 s of
contraction, whereas LLES,,q or ULES,,; stand for the
averaged value of the corresponding (primary) feature for the
last 10 s of contraction.

LLES.pq(a) — ULES q(a)

Tr3(a) =

LLES tar1(a) — ULESstart (a)
where a takes either left or right side of LLES and
ULES region, separately, for start or end segments of the
contraction.

12)

Tra(seg) = ab <LLESL(seg) - LLESR(seg)> (13)

LLES; (seg) + LLESR(seg)

73710

E. FATIGUE INDICES

Muscle fatigue analysis by means of sSEMG has a wide
and well-accepted usage [74]. Moreover, muscle fatigue
assessment, by exploiting MDF, has been also widely used
as an indication for different LBP conditions in patients [42],
[75], [76]. In that context, we had included in our study
a set of extended fatigue indices, going beyond previously
presented trend features (section IV-D) that also exploit MDF
as one of the underlying primary features. Thus, first, the
linear regression against MDF time changes was calculated
in terms of least mean square error (LMSE) (Fig. 5). Then,
indices from linear regression slope kg and initial frequency
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Trend amplitude (normalized)

FIGURE 4. Time changes for each of fourteen primary features, calculated from the right LLES muscle location of one CLBP
subject. Each primary feature trend is normalized to its max value. Vertical dashed lines represent limits for the start segment
(blue), for the first 10 s, and last (red) 10 s of SEMG exercise duration, respectively. Trends for PE (green), SSC (magenta),

ZC (blue), VAR (light blue), WAMP (ocher), and RVD (dark red) from top to bottom, respectively, are shown in a thicker line

representation.

fo were derived (15):

Vr(xmpr) = kg X xupr + fo. (15)

The first subset of MDF fatigue-based features were
straightforward linear regression values kg and fy, thus eight
common features were directly extracted, N, = 8 (two
features per each SEMG channel).

Considering different absolute values for MDEF, not only
among different subjects but also among SEMG channels for
the same subject (especially valid for the derived parameter
fo), additional fatigue indices were composed to reflect the
relative nature between kg and fy parameters as fatigue is
progressing. These relative indices were defined as follows:

1) Relative left-right side difference for kg for ULES and
LLES, respectively, normalized with the higher of kg
value between left and right. Thus, two relative features
(NFr, = 2).

2) Relative left-right side difference for fy for ULES
and LLES, respectively, normalized with the higher
of fo value between left and right. Thus, two relative
features (Npp, = 2).

3) Relative left-right side difference for &y /fy for ULES
and LLES, respectively, normalized with the higher of
ks /fo value between left and right. Thus, two relative
features (Npj; = 2).

4) Left-right side ratio for fo 1. /fo,r for ULES and LLES,
respectively. Same relative left-right ratio for kg 1. /ksi R
was calculated. Thus, four relative features (Np;, = 4).

5) Up-down ipsilateral ratio for fy 7 /fo,p for left side and
right side, respectively. Same relative up-down ratio for
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0.5
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o

FIGURE 5. Raw sEMG signal (top) acquired with FREEEMG measurement
system (section 11-B). Linear regression (solid line) calculated LMSE-wise
in respect to MDF values (crosses). Regression line slope corresponds to
kg; and intersection with y-axis corresponds to the initial frequency f,.

ksi.u /ksi,p was calculated. Thus, four relative features
(Nr1s = 4).
6) Ratio kg /fy for all four channels separately. Thus, four
relative features per subject (Npj, = 4).
Altogether, this feature group provided a total of twenty-
six features, Npy = 26.

F. OVERALL FEATURES SET

In this step, all calculated features are gathered to create
a feature vector for each subject at hand. It is important
to notice that each of fourteen primary features (Table 2)
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are contributing to corresponding secondary features group
(section I'V-A), except for fatigue-related indices where only
MDF feature is used. As a result, the number of variables per
single observation is multifold increased. Accordingly, the
number of features per secondary feature group is as follows:
1) Coordination measures: ten secondary features per
single primary feature (Nc, = 10), altogether Ny =
Nco x 14 =140
2) Co-activation triggers: eight secondary feature per
single primary feature (N¢, = 8), altogether Ny =
Nca x 14 =112
3) Trends: ten secondary features per single primary
feature (N7 = 10), altogether Nyg3 = N7, x 14 = 140
4) Fatigue-related indices: twenty-six secondary fea-
tures calculated directly from MDF, as presented in
section IV-E, altogether Nyo4 = Npj = 26
On top of this, for coordination and co-activation features
specifically, the autocorrelation-based features were also
created. More concretely, before applying distance mea-
sures (coordination) or triggers detections (co-activation),
(time)autocorrelation for each primary feature was calculated
following the expression:

T—k
Ck

1
_ - 1
ry = 0’ =7 l§=1 Ot =Y Gk =) (16)

where k represents a lag (in our case a full shift across the
whole sequence length was used), cq stands for the variance
of the given time sequence y;. This way, the number of
secondary features for coordination and co-activation groups
is doubled.

Additionally, for comparison and validation reasons,
the overall secondary features set was expanded with
single-valued representations of primary features, in sim-
plistically. Namely, each primary feature time sequence
(calculated directly from the raw SEMG signal as presented in
section IIT) was contributing with only one value, and that is,
the maximum value calculated on the whole sequence (mean,
median, 95th, and 99th percentile values were also explored).
Thus, a macroscopic representation of each primary feature
was included, but at the cost of losing insight into time-related
dynamics of myoelectric activity. This approach resulted with
four additional features (one per channel) per each primary
feature, altogether Np = 4 x 14 = 56 features.

As alast contribution to the overall feature set, the duration
of the isometric static contraction (time-to-endurance, TgyG)
is added [6], [75], thus one feature per subject (N7 = 1).

Finally, the total number of features is the following sum
Nvg,Tot = 2x (Nvgl + Nvg2) + N€g3 + Nvg4 + Np +
Nr =1727.

V. FEATURE ANALYSIS AND SELECTION

A. PRIMARY FEATURES RELATIONSHIPS ANALYSIS

The initial set of fourteen primary features led to a large
number of secondary features (Ny,; = 727). As the next
step, the linear relationships were checked by calculating
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the correlation for each pair of primary features. For
this correlation analysis, the intention was to preserve the
aspect of time progression for the intrinsic characteristics
of respective feature sequences. Therefore, for each primary
feature sequence, a new vector was composed by stacking
individual feature sequences for each subject, one on top of
the other. Such vertically stacked vectors, for each feature,
were then stacked column-wise into the matrix for all primary
features at hand. The matrix composition is given by:

" fia v ]
fi1,2 Ing12
fl,l,nl fN/,l,nl
fi2,1 Sy 2
fi22

: I 2.2
: ' (17)
f1,2,n2
Jin1 INp N1
f1.N,2 INp N2
_fl,NS,nNA, fo,Nx,an .

where indices triplet (i, j, k) for each matrix element cor-
responds to i-th primary feature (Ny represents the total
number of features), j-th subject s (N represents the total
number of subjects) and k-th element in the time sequence
of the respective primary feature with sequence length ny,
for subject s (all feature sequences for same subject are
of the same length). The feature vector for each subject is
standardized (u = 0, 0 = 1) before being added to the
matrix to eliminate the effects of different absolute value
ranges among the same features across different subjects.
The correlation coefficient was calculated using Pearson
correlation as given by (6). A correlation matrix (14 x 14)
for each channel was obtained providing a valuable insight
with Pearson correlation p and p-values using Student’s t
distribution for a transformation of the correlation [77]. Some
level of correlation among all feature pairs was detected with
p-values p < 0.05, i.e. not for a single pair of features it can be
stated with confidence >95% that p = 0, although, for most
of the pairs, it was relating to low-level correlation. However,
a very strong correlation, ,02 > (.8, has been observed for
the following feature subsets across all channels (Fig. 6), and
irrespective of the subjects’ health condition state (HS vs.
CLBP vs. RLBP).
1) MAV, IEMG, LD, RMS, VAR
2) SSC, PE

B. FEATURE SELECTION FOR SECONDARY GROUPS

Neighborhood component analysis (NCA) was selected as the
main technique for feature selection in our study [78]. NCA
is a supervised non-parametric feature selection approach
capable of removing irrelevant features, thus effectively
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FIGURE 6. Correlation matrix for all fourteen primary features (ZC, SSC, WAMP, MAV, IEMG, VAR, RMS, WL, LD, KURT, SKEW,
PE, MDF, RVD) for a set of LBP subjects (CLBP and RLBP) only, and for each sEMG channel, left and right ULES (top), and left
and right LLES (bottom). Correlation values are shown as squared Pearson correlation coefficient, 2.

reducing the high-dimensional data while keeping the
selected feature vectors in the original vector space. This
is unlike some other commonly used feature reduction
or feature projection techniques, most notably principal
component analysis (PCA). Such an approach opened up
the possibility of getting a better insight into understanding
which features and properties have the key impact on LBP
detection and differentiation among subjects.

NCA method, implicitly, throughout the procedure of
maximizing the objective function, measures the average
leave-one-out classification accuracy and sets respective
weights w) for individual features [79]. The classification
method used behind is a variant of the 1-NN classifier. The
aim is to find such weights vector w that will optimize the
nearest neighbor classification accuracy. In the context of
weights vector w, a weighted distance between two samples
is defined with

Zwl |x,1 —le| (18)

=1

D,, x,,xj

To maximize the leave-one-out classification accuracy by
employing the nearest neighbor, a classification accuracy
function in a differential form is required. Knowing that the
leave-one-out form is not a differential function per se, we are
looking into the approximation of the probability distribution
function with the following expression

K(Dw(xiaxj)) o
, if
Sk a7 )
0, ifi=j

pj =
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where k(z) = exp(—z/o) is a kernel function of kernel
width o. Kernel function was chosen in such a way to secure
that for small distances Dy, (x;, x;), the resulting probability
pij (to have sample x; choose x; as a reference point) is set
high. Two characteristic edge cases for kernel width o can be
observed:
o 0 — 0 where only the closest neighbor can be selected
as a reference point
¢ 0 — +oo where all points have equal chance to be
selected (except x; point)
Following (18) and (19), the probability to have point x;
correctly classified is

pi=_ Yipi (20)
J

where y; = 1 if and only if y; = y;, otherwise y; = 0.
Therefore, the approximate classification accuracy can be

written as
Zpl = ZZ)’UPU 21

where for o — 0, & (w) becomes exact leave-one-out
classification accuracy. Furthermore, to enable the feature
selection (and prevent classification model overfitting), a new
regularization factor is introduced resulting in the subsequent
objective function:

EW) =) yipj—ry wi (22)
i =1

where A stands for the regularization parameter which can be
further fine-tuned throughout an iterative process with cross-
validation. Furthermore, it is also good to note that only one

Ew) =~
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FIGURE 7. Example of feature weights for each secondary feature as part
of the NCA feature selection procedure for the submitted secondary
features set based on SSC, WAMP, VAR, ZC, RVD, and PE primary features.
The secondary feature set consisted of 327 features. Only features with
feature weights >0.02 were included in the resulting subset of features.
Twenty features were selected this way.

regularization parameter A is used for all the weighted factors
wy, thus bringing less complexity in finding an adequate
value.

Now, when having a differentiable (approximate) function
& (w), we are searching for such w vector for which ‘Sg%l) will
provide maximum value. This search is done by employing
some of the iterative numeric gradient optimization methods,
like the proposed gradient ascent technique [79], [80]. It is
shown that the given optimization procedure, by including
the regularization parameter, results in many weighted factors
w, — 0. Features with such weights are excluded, thus
effectively reducing the number of features significantly.
In this study, a threshold of 0.02 was applied as an
exclusion criterion. The remaining features are forming
the selected features subset for subsequent classification
steps.

An example of NCA feature selection based on resulting
feature weights, is given with Fig. 7, where resulting
20 features were selected out of the initial 327.

VI. CLASSIFICATION MODELS AND VALIDATION
PROCEDURE

In this section, we are employing different classification
models in order to verify our proposed method based on
sEMG with LBP-specific features that were previously
constructed. The intention was to establish a meaningful set
of features that can be correlated with actual subjects’ health
conditions expressed via myoelectric activity, triggered by
endurance exercise and related neuromuscular underlying
processes, with or without the presence of LBP.

As presented in Table 1, our data set consisted of ninety-
one subjects, divided into three groups (HS, CLBP, RLBP),
with a share of 40.7%, 31.9%, and 27.4% among groups,
respectively. Demographic and biometric statistics do not
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point to any significant deviation or differences among groups
when considering age, height, weight, and BMIL.

A. CLASSIFICATION MODELS

Several different groups of classifier types and classifi-
cation models were examined in combination with our
constructed feature sets. We used Classification Learner
application as part of Matlab R2020b (The Mathworks, Inc.,
Natick, Massachusetts) software package [81] to prepare
data, select the classification models, conduct classification
procedures and validate respective models. We have chosen
predefined classification models as-is without any additional
parameters optimization or fine-tuning steps. Thus, the goal
was to primarily validate the potential of our proposed
approach with LBP domain-related features constructed
as previously discussed. Matlab classification models in
this study, used out-of-the-box, can be grouped into the
following:

« Decision trees (DT) with fine, medium and coarse splits.
Strong foundations for this approach and its popularity
were established by L. Breiman, J. Friedman, R. Olshen
i C. Stone (BFOS group) [82].

o Discriminant analysis: linear (LDA) and quadratic
(QDA). Based on Fisher’s discriminant analysis [83],
[84].

« Logistic regression (LR) [85]

e SVM with different kernel types (linear, quadratic,
cubic, Gaussian) and with different scales for Gaussian
kernels (fine, medium and coarse). [86], [87].

o k-nearest neighbor (kNN) with fine, medium and coarse
resolution depending on parameter (k) and different
distance metrics (Euclidean, cosine or cubic), with or
without a weighted distance [88], [89].

« Ensemble classifiers based on bagging [90], boost-
ing [91]-[93] and random subspace techniques
[94], [95].

A given list resulted with twenty-three different classifica-
tion model variants used to validate selected feature sets and
proposed method overall as listed in Tables 3, 5, 6. Neural
networks-based classifiers were not in focus in this study.
It was primarily due to such classifiers being characterized
by their black-box nature and challenges in training models
when sample sizes are somewhat limited (as it is more
pertained to this specific LBP domain).

1) DECISION TREES

DT algorithms are based on the recursively repeated splits
of data set by applying the selected criterion that maximizes
the separation of the data, which in turn creates a tree-like
structure [82].

A classic CART algorithm [82] was employed with the
predefined splitting criterion (Gini’s diversity index) and
splitting resolutions (namely, fine, medium, and coarse with
100, 20, 1, as a maximum number of splits, respectively).
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DTs were of interest for our study as enabling insight into
the models that can easily be expressed as a set of rules
(resulting models are not black-boxes).

2) DISCRIMINANT ANALYSIS
LDA and QDA are classification and dimensionality reduc-
tion techniques that are developed based on Fisher’s linear
discriminant. These methods tend to express a dependent
variable (sample class) as a linear combination of other
independent features. The classification objective is to find
such a linear combination that best separates two or more
classes [84].

Classification models employed in this study were utilizing
a full covariance matrix structure as a predefined value for
both LDA and QDA classifiers (as compared to the diagonal-
only option).

3) LOGISTIC REGRESSION
Logistic regression is a type of statistical model that employs
a logistic function (sigmoid function) to construct probability
models for binary dependent variables. Such probability
models can be turned into classifiers by introducing a
threshold value where input values (e.g. feature vectors) with
a probability above the threshold are classified as one class,
and if below, as the other class.

Model parameter values [85] were implicitly estimated by
Classification Learner application [81].

4) SUPPORT VECTOR MACHINES

SVM is one of the most popular and most used machine
learning and classification techniques. It was shown to be
very robust and among the most accurate methods based on
good mathematical and theoretical foundations. Some of the
key strengths are the ability to learn on a limited number of
training samples and to successfully deal with high feature
attributes dimensionality (thus, performance independent on
a number of dimensions) [73].

SVM models are generally characterized by the following
parameters: kernel type, kernel size, and separability margin
type (hard- or soft-margin). Some of the kernel functions K
types can be defined with:

o K(x;,xj) = (x; - xj + 1), where by selecting value for
parameter p (p = 1, 2 or 3), a linear, quadratic or cubic
kernel is defined, respectively.

« K(x;,xj) = exp {—|lx — y|I>/20%}, where the exponen-
tial function represents the radial basis, i.e. Gaussian
kernel function

In this setup, auto-selected values, as per [81], for
kernel widths (Gaussian kernel function) were applied
for three different resolution variants: fine, medium, and
coarse resolution. Soft-margin, as a predefined separation
criterion, was applied to all SVM classifiers variants
employed [86], [87].

5) k-NEAREST NEIGHBOR
kNN is a simple classification algorithm that can perform well
in many scenarios, including multiclass classification cases.
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Key elements that determine the outcome of such a nearest
neighbor approach are (A) selection of value k, (B) distance
or similarity measure, and (C) the structure of the labeled
set. The choice of k, if set too small, can result in models
sensitive to noise points. On the other hand, for large k,
a risk of including too many points from other classes in the
neighborhood is imminent [73]. As for distance measures (B),
a key principle is to engage such a metric for which a smaller
distance between two objects implies a greater likelihood of
having the same class.

In this study, predefined k£ values 1, 10, and 100 were
tested, resulting in fine, medium, and coarse resolution,
respectively (with predefined Euclidean distance used). Also,
two other distance metrics were exploited, cosine and cubic,
with medium resolution (k = 10). Finally, a variant with
square-inverse weighted distance measure was employed as
well (on Euclidean distance), instead of simple majority
voting (counting) approach.

6) ENSEMBLE LEARNING

In this study boosted trees classifier, based on AdaBoost
algorithm was utilized [92]. Additionally, another variant
of boosting ensemble classifier was also employed, namely,
Random Undersampling (RUS) boosting trees [95]. A key
advantage is an effectiveness at classifying imbalanced data,
in cases when some class in the training data set has many
fewer members than another.

Also, the bagged trees classifier was used where, in a
nutshell, it is a method where multiple versions of a classifier
are generated by bootstrap replicates (i.e. sampling with
replacement) of the learning set and using these as new
learning sets [90]. The overall classifier is constructed by
combining classification results in a majority voting manner.

Further, random subspace methods were employed where
an ensemble classifier was constructed by a series of (weak)
learners that operate on a subset (thus subspace) of randomly
selected features [94]. Linear discriminant classifier and
k-nearest neighbor were employed as (weak) learners.
Classification prediction outcome was constructed by taking
an average of the score prediction of the weak learners,
and classifying the category with the highest average
score [81].

As in the previous cases, predefined out-of-the-box param-
eter values were applied, where for all ensemble classifiers
the number of learners was set to 30, with a learning rate
of 0.1. Additionally, for boosted algorithms (boosted trees
and RUSBoosted trees), the maximum number of splits was
set to 20, whereas for bagged trees it was set to 90. Gini’s
diversity index, as a default split criterion, was used in both
cases.

B. CROSS-VALIDATION

Feature selection (based on NCA) and models verification
(twenty-three classifiers) procedures were performed on a
full data set in an M-fold cross-validation manner. Meaning,
no separate untouched test set was used, but the data set at
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hand was divided into M nonoverlapping subsets of equal
size, where the prediction model was trained on M — 1 folds
combined together, whereas the prediction accuracy (i.e.
error) was estimated on the remaining samples (single fold).
Cross-validation was opted to make full use of all LBP patient
samples having in mind the specific LBP domain challenges
and the expected heterogeneity among the patients. This
approach is relatively common in cases when the number
of samples in the data set is relatively small. However, this
approach introduces certain selection bias that generally can
result in a too-optimistic estimate of the prediction error
rate [96], [97].

For the NCA feature selection procedure, the number of
folds was equal to the number of samples in the data set,
thus leave-one-out cross-validation was performed. Leave-
one-out cross-validation is considered to be nearly unbiased,
but with potentially high variance. For the verification of
models utilizing twenty-three classifiers, a cross-validation
procedure with ten-folds (kpe = 10) was performed for
every single classification. Further, each classification with
cross-validation was repeated ten times (Nj,, = 10). Finally,
all results were averaged. In this way, more statistical
confidence by reducing the effects of results’ variations was
introduced.

Alongside classification accuracy (ACC), the values for
sensitivity (recall, RC) and precision (positive predictive
value, PPV) were also calculated in the same manner as a
result of multiple iterations and averaging.

Additionally, each classification experiment was con-
ducted fully independent, thus different classification com-
parisons (Table 5 and Table 6) that were employing the
same feature sets and models (e.g. feature sets relating
to Top 54+PE), could have resulted with slightly different
results in different experiments, due to statistical varia-
tion, but in the same time giving the notion of results
consistency.

VII. RESULTS

In previous sections II—VI, the proposed method for raw
feature extraction, novel feature construction and feature
selection were presented. The following section is presenting
results with the aim to: (A) verify the choice of features
selected and (B) apply the feature construction outcomes
to the classification models to detect LBP patients and
consequently make differentiation among subject groups at
hand (HS, CLBP, RLBP).

Features verification process (A) was established by
performing a series of classifications and cross-validations
with comparisons, through two-class classifiers. Therefore,
our data set (ninety-one subjects) was initially divided
into two groups, namely, healthy subjects (HS) and LBP
patients (CLBP and RLBP combined), with thirty-seven and
fifty-four subjects, respectively (Table 1). Following feature
validation outcomes in (A), we performed a series of two-
class classifications (B) among the three groups at hand,
separately. More concretely, two-class classifications were
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performed for the following differentiation among groups:
HS vs. CLBP, HS vs. RLBP, and CLBP vs. RLBP. As a
basic step, the overall HS vs. LBP differentiation was
performed, where general separability between LBP patients
and non-LBP subjects was tested.

A. INDIVIDUAL FEATURES VERIFICATION
In this procedure step, we wanted to verify the contri-
bution of each individual primary feature to the overall
feature set, as defined in section IV-F, by relating these
findings with the earlier performed correlation analysis
pointing to certain collinearity within the subset of features
(Fig. 6).

The verification across all primary features and all classi-
fiers was conducted for HS vs. LBP two-class classification,
as follows:

1) For each primary feature, the corresponding secondary
features set was calculated (based only on that single
primary feature)

2) NCA procedure for features selection was performed
(thus, reducing the number of features we are working
with)

3) Each of twenty-three classification models was
employed by taking previously NCA selected features
set as an input

4) Cross-validation procedure with ten folds (kq = 10)
was performed, as presented in section VI-B

Results for this intermediate verification step are presented in
Table 3.

For each primary feature, an averaged classification
accuracy rank was calculated across all classifiers employed
to provide an insight into how well the respective feature
resonated with the given secondary feature groups modeling.
These ranks are given in Table 4.

SSC performed best for nine classifiers (especially for
decision trees), whereas PE performed best for eleven
classifiers (especially for SVM variants), out of twenty-three
classifiers (and variants) employed. Among all classifiers
and all features, SSC provided the single best classification
accuracy of 0.88 for kNN classifier with fine resolution
(k = 1). These results were reflected in the calculated average
ranks where SSC and PE were labeled as the best and second-
best, respectively.

Taking into account the classification results, the respective
assigned ranks, as well as the correlation insights obtained
in section V-A, an initial subset of five primary features
was selected: SSC, WAMP, VAR, ZC, RVD. Features that
were demonstrating high correlation (MAV, IEMG, LD,
RMS), or limited classification contribution (MDF, WL,
KURT, SKEW), were removed from the set. The contribution
of PE was analyzed and consequently was added to the
selected set, despite exhibiting a high correlation with SSC.
PE demonstrated the highest median values (0.81) across
all classifiers, compared to 0.79 for SSC, and the 2nd best
average rank result (Table 4). Therefore, PE could not have
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TABLE 3. Two-class classification (HS vs. LBP) accuracy results (with ten-fold cross-validation) with secondary features sets created based on each single
primary feature (Table 2) only, from left to right, across all classifiers. Classifiers employed are decision trees (DT), discriminant analysis (LDA and QDA),
logistic regression (LR), support vector machines (SVM), nearest neighbor (kNN), and ensemble methods (bagged, boosted, subspace, random
undersampling - RUS), from top to bottom. For each classifier, the primary feature providing the highest accuracy is shown in boldface. Median (Median)
and maximum (Max) values for each individual primary feature across all classifiers are shown as well.

Classification model zC SSC  WAMP MAV IEMG VAR RMS WL LD KURT SKEW PE MDF  RVD
Fine DT 069 078 0.73 0.72 0.69 0.75 0.73 063 0.69 0.67 0.64 0.71  0.70 0.67
Medium DT 072 079 073 0.72 0.68 0.76 0.75 0.61 070 0.68 0.66 072 0.70 0.69
Coarse DT 0.67 078 0.72 0.70 0.70 0.77 0.76 070  0.69 0.63 0.66 0.70  0.70 0.67
LDA 076 079  0.77 0.76 0.76 0.78 0.75 075 076  0.71 0.75 081 0.71 0.78
QDA 078 079 074 0.69 0.69 0.79 0.68 075 078 0.72 0.68 0.79  0.68 0.73
LR 075 079 0.76 0.76 0.76 0.77 0.75 075 077  0.70 0.74 078 0.71 0.79
Linear SVM 075 078  0.77 0.74 0.73 0.77 0.77 075 075 0.73 0.75 083 0.71 0.78
Quadratic SVM 078 0.84 0385 0.71 0.72 0.76 0.76 070 078 0.73 0.72 086 0.70 0.79
Cubic SVM 082 077 076 0.67 0.69 0.79 0.74 060 0.78 0.68 0.63 083 0.77 0.74
Fine Gaussian SVM 0.74 0.66  0.66 0.59 0.59 0.71 0.58 065 059 059 0.71 0.63  0.62 0.66
Medium Gaussian SVM  0.81 0.84  0.84 0.71 0.72 0.75 0.80 073 079 0.78 0.72 086 0.72 0.79
Coarse Gaussian SVM 079 080 0.77 0.67 0.68 0.76 0.77 076 0.71  0.70 0.75 082 0.73 0.78
Fine kNN 074 0.88 0.84 0.72 0.73 0.75 0.74 0.67 0.66 0.74 0.62 079  0.78 0.80
Medium kNN 077  0.81 0.81 0.72 0.72 0.78 0.78 074 074  0.75 0.73 085 0.73 0.74
Coarse kNN 059 059 059 0.59 0.59 0.59 0.59 059 059 059 0.59 059  0.59 0.59
Cosine kNN 0.77 0.80 0.82 0.73 0.73 0.75 0.73 077 075 0.73 0.72 083 0.74 0.80
Cubic kNN 0.77  0.81 0.82 0.72 0.71 0.77 0.76 074 075 0.75 0.74 0.81 0.72 0.73

Weighted kNN 076 0.84  0.86 0.74 0.74 0.78 0.78 071 073  0.75 0.69 086 0.78 0.82
Boosted Trees™ 0.41 0.41 0.41 0.41 0.41 0.41 0.41 0.43 041 0.41 0.52 0.41 0.41 0.41

Bagged Trees 075 081 0.79 0.72 0.71 0.76 0.76 070 077 0.72 0.69 079  0.77 0.76
Subspace Discriminant 0.77  0.81 0.75 0.73 0.74 0.76 0.77 078 073  0.73 0.76 082 0.73 0.77

Subspace KNN 075 083 082 0.72 0.72 0.73 0.75 0.71 0.70  0.77 0.67 082 0.78 0.78

RUS Boosted 071 079 074 0.70 0.71 0.73 0.72 065 0.76 0.68 0.66 0.75  0.74 0.69
Median 075 079 077 0.72 0.71 0.76 0.75 071 074 0.72 0.69 081 0.72 0.76
Max 082 0.88 0.86 0.76 0.76 0.79 0.8 078 079 0.78 0.76 0.86 0.78 0.82

#Underperforming classifier(s) with classification accuracy <50%, for most of the feature sets.

TABLE 4. Sorted average rank list where features with best average
classification rank across all classifiers are set on top.

Primary feature ~ Average rank

SSC 2.38
PE 2.62
WAMP 4.10
VAR 5.05
ZC 6.17
RVD 6.29
RMS 7.40
LD 8.19
MDF 9.45
WL 10.07
MAV 10.45
IEMG 10.57
KURT 10.71
SKEW 11.55

been ignored despite its correlation with the best ranked SSC
feature.

B. FEATURE SETS CONFIRMATION

Altogether insights from the previous steps were exploited to
define the primary features subset where the top five primary
features (SSC, WAMP, VAR, ZC, RVD) as per section VII-A,
with additionally including PE, were selected. This feature set
was labeled as Top 5+PE.

Further, it was also of interest to examine the contribution
of each secondary features group and enable inference of
such contribution to the classification results. Consequently,
such insights were meant to foster discussion about the
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potential of the proposed approach and the justification
behind it. Therefore, a separate classification procedure was
performed where each individual secondary feature group
(Coordination, Co-activation, Trends, Fatigue indices as per
section IV-F) was chosen as an input into the classifier models
(again, across the same twenty-three classifier variants).
The selected Top 5+PE set was employed (SSC, WAMP,
VAR, ZC, RVD + PE) for constructing each secondary
group.

Results are presented in Table 5. It can be observed
that the Coordination features group exhibited overall best
accuracy, among secondary feature groups, with a median
value of 0.81 across all classifiers, closely followed by the
Co-activation features group with 0.80 median value. Trends,
Fatigue indices, and Primary groups exhibited notably
less successfully, with the Primary group exhibiting even
somewhat better than the remaining two groups. Overall
best accuracy result was achieved for the Complete set
(all secondary groups combined), with 0.85 median value.
Additionally, it can be noticed that Coordination groups
performed significantly better for decision trees type of
classifiers (accuracy ranging from 0.82 to 0.85) compared
to other feature sets, whereas the Complete set significantly
outperformed the SVM classifiers with accuracy results
>0.90.

C. COMPARISON AMONG SUBJECTS GROUPS
One of the main tasks was to provide insights into the
proposed method’s capability of dealing with differentiation
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TABLE 5. Two-class classification (HS vs. LBP) accuracy results (with ten-fold cross-validation) for different secondary feature groups (section IV-A). The
Top 5+PE subset of primary features is employed. Primary features (Primary max), leftmost group, together with a complete feature set consisting of all
secondary groups (Complete set), rightmost, are validated and shown as well. NCA feature selection procedure was performed for all feature groups with
the number of components given by Nyc4. The best performing feature group for the given classifier is shown in boldface. Classifiers with any of the
accuracy results >90% are shown in boldface. Median (Median) and maximum (Max) values for each secondary feature group across all classifiers are

shown as well.

Classification model Primary max  Fatigue indices Trends Coordination Co-activation Complete set
Nnca =6 Nnca =17 Nnca =7 Nnca =1l Nnca=12 Nnca =20

Fine DT 0.66 0.63 0.72 0.84 0.68 0.80
Medium DT 0.69 0.65 0.71 0.85 0.68 0.78
Coarse DT 0.64 0.56 0.72 0.82 0.68 0.76
LDA 0.77 0.58 0.76 0.78 0.82 0.84
QDA* N/A 0.80 0.76 0.80 0.75 0.75
LR 0.76 0.60 0.77 0.80 0.80 0.84
Linear SVM 0.76 0.62 0.77 0.80 0.84 0.86
Quadratic SVM 0.79 0.65 0.81 0.82 0.80 0.94*
Cubic SVM 0.78 0.61 0.79 0.82 0.88 0.94*
Fine Gaussian SVM 0.61 0.75 0.70 0.67 0.59 0.59
Medium Gaussian SVM 0.78 0.63 0.78 0.82 0.84 0.93*
Coarse Gaussian SVM 0.74 0.59 0.75 0.77 0.77 0.83
Fine kNN 0.79 0.66 0.73 0.91* 0.85 0.90*
Medium kNN 0.80 0.58 0.79 0.81 0.81 0.84
Coarse kNN 0.59 0.59 0.59 0.59 0.59 0.59
Cosine kNN 0.79 0.61 0.79 0.81 0.77 0.82
Cubic kNN 0.81 0.65 0.80 0.81 0.80 0.86
Weighted kNN 0.79 0.70 0.79 0.84 0.82 0.85
Boosted Trees” 0.41 0.43 0.41 0.41 0.41 0.41
Bagged Trees 0.79 0.66 0.79 0.80 0.80 0.84
Subspace Discriminant 0.77 0.55 0.76 0.79 0.81 0.86
Subspace kNN 0.71 0.63 0.78 0.90* 0.84 0.90*
RUS Boosted 0.75 0.63 0.74 0.80 0.72 0.78
Median 0.77 0.63 0.76 0.81 0.80 0.84
Max 0.81 0.80 0.81 091 0.88 0.94

*Classification results with accuracy >90%.

#Some of QDA classification models failed due to singular covariance matrix for one of the classes.

bUnderperforming classifier(s) with classification accuracy <50%.

among subjects groups, thus going a step beyond only
separating the healthy subjects (HS) from patients (LBP).
Therefore, another classification iteration was conducted
with an aim to determine the success of group differentiation
for (I) HS vs. LBP, (Il) HS vs. RLBP, (III) HS vs. CLBP,
and (IV) CLBP vs. RLBP pairs. Patients groups, namely LBP,
RLBP, and CLBP, in comparison with HS, were labeled as a
positive class (1), whereas HS was labeled as a negative class
(0). In comparison between CLBP and RLBP, RLBP was
labeled a positive class (1). ACC, PPV and RC as measures
of classification success were also calculated and given in
Table 6. For each feature group, detailed insight into the
structure of NCA components was also given, thus providing
a tool for a deeper inference into the underlying muscle
activity processes by means of SEMG (Table 7).

Overall, noticeably, the best classification results were
achieved for HS vs. RLBP differentiation with classification
accuracy ranging from 0.93 to 0.98 for all classifiers except
coarse kNN, boosted trees and RUS boosted with the accuracy
of 0.60, 0.60, and 0.78, respectively. Moreover, for HS vs.
RLBP differentiation, sensitivity across all classifiers was in
the range 0.95 to 1.00, where precision for all classifiers,
except coarse kNN, boosted trees and RUS boosted, was in
the range 0.90 to 0.99.

The second-best classification results were obtained for
HS vs. LBP classification with the best accuracy achieved
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for SVM variants, namely, for quadratic, cubic and medium
Gaussian kernel classifiers, with 0.93, 0.94, 0.94, respec-
tively. Sensitivity results >0.95 were achieved for quadratic
and cubic SVM, 0.96 and 0.97, respectively. The highest
result for sensitivity was obtained with boosted trees (100%),
but, similarly as for fine Gaussian SVM and coarse kNN,
resulted in 0% sensitivity and undefined precision. This was
due to having all samples labeled with either positive or
negative class, thus these results were considered fallacious.

For HS vs. CLBP differentiation, the best accuracy results
of 0.90 were obtained by fine resolution kNN and subspace
kKNN. Fine kNN was also the only classifier exhibiting
precision >0.90, whereas, for sensitivity, multiple classifiers
exhibited values >0.90, with fine Gaussian SVM, coarse k\NN
and boosted trees moreover exhibiting sensitivity of 100%,
but at the expense of low accuracy and precision. Cubic SVM,
fine kNN, and subspace kNN provided a good balance of
classification success for HS vs. CLBP across all measured
values (ACC, PPV, RC).

The least performing classification differentiation pair
was for CLBP vs. RLBP. None of the classifiers achieved
accuracy >0.90, where the best classification accuracy of
0.89 was achieved for fine KNN. The same classifier was
the only one to exhibit a precision >0.90, namely 0.92.
Apart from the low-performing classifiers (fine Gaussian
SVM, coarse kNN, and boosted trees), the best-performing
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TABLE 6. Two-class classifier (with ten-fold cross-validation) results for accuracy (ACC), precision (PPV), sensitivity (RC) are shown. A series of
classification differentiation pairs are (I) HS vs. LBP, (I1) HS vs. RLBP, (l11) HS vs. CLBP, (IV) CLBP vs. RLBP for healthy (HS) subjects, subject with
radiculopathy (RLBP), chronic low back pain patients (CLBP), and LBP as a joint group for RLBP and CLBP patients. ACC, PPC, and RC results >90% are
shown in boldface. Highlighted rows show best performing classifiers. Median (Median) and maximum (Max) values for each classification pair for ACC,

PPV and RC are calculated.

Classification model ACC PPV RC

@D (I (11 Iv) (W) (I (1) Iv) (€8] n (IIn) Iv)
Fine DT 077 094 074  0.68 072 094 076 071 074 095 079 0.8
Medium DT 078 094 073  0.69 073 094 075 072 074 096 079  0.70
Coarse DT 073 093 069  0.69 069 094 072 071 063 095 075 070
LDA 085 098 075 074 077 097 077 078 088 100 078 073
QDA® 075 096 078 N/A* 078 097 080 N/A* 052 096 080 N/A*
LR 083 095 075 075 076 095 077 077 086 097 078 0.76
Linear SVM 087 096 076  0.67 081 097 077 071 089 097 081 067
Quadratic SVM 093 097 084 083 089 097 086 083 096 098 086 085
Cubic SVM 094 097 088 0.82 089 097 089 084 097 098 090 082
Fine Gaussian SVMP 059 093 056 054 NAP 090 056 054 0.00° 1.00 1.00  1.00
Medium Gaussian SVM  0.94 098 085  0.77 093 097 085 078 091 099 089 081
Coarse Gaussian SVM 082 098 074 064 082 097 069  0.60 072 100 099  0.96
Fine kNN 090 098 090 0.89 085 097 091 092 092 100 092 087
Medium kNN 084 098 082 074 075 097 078 073 090 100 094 081
Coarse kNNP 059 060 056 054 NAP 060 056 054  0.00° 1.00 1.00 1.00
Cosine KNN 083 098 082 074 074 097 079 075 088 100 092 079
Cubic kNN 085 098 078 074 078 097 076 073 090 100 091 080
Weighted kNN 085 098 080  0.80 077 097 077 079 090 100 092 084
Boosted Trees 041 060 056  0.54 041 060 056 054 100 100 1.00  1.00
Bagged Trees 086 095 079 074 082 095 077 074 085 098 088 079
Subspace Discriminant 085 097 077 0.74 0.80 095 0.76 0.76 0.84 1.00 085 0.77
Subspace kNN 090 096 090 0.86 084 099 087 085 094 095 097 090
RUS Boosted 079 078 074  0.69 071 074 075 071 080 098 081 073
Median 084 096 077 074 078 097 077 074 088 099 089 081
Max 094 098 090  0.89 093 099 091 092 1.00 100 100  1.00

“Some of QDA classification models failed due to singular covariance matrix for one of the classes.
P Classification failed due to all subjects being classified to only one (negative) class label.

sensitivity was demonstrated by fine kNN and subspace kNN,
with 0.87 and 0.90, respectively.

VIIl. DISCUSSION

A. ABOUT FEATURE MODELING

The main focus of this study was to model such feature sets
that enable satisfactory detection of LBP patients, alongside
a possibility to enable subgrouping within heterogenous LBP
groups and with the ability to interpret results from a medical
point of interest. Features were constructed with a motivation
to reflect certain neuromuscular and motor control changes
pertained to LBP, as discussed and elaborated in a number
of studies [4], [28], [37], [75], [98]-[101]. Measures of
LBP coordination, co-activation, muscle fatigue, and trends
tracked throughout the isometric exercise duration were
selected as the key indicators for LBP classification modeling
in this study.

The coordination aspect was taken into account as
different studies reported asymmetric bilateral (left-right)
muscle activation patterns to be observed for LBP patients
in the lumbar region during functional tasks [67], [102],
compared to healthy subjects where such lumbar muscle
coordination exhibited more symmetric patterns. Addition-
ally, Liu et al. proposed modeling the activity coordination
network between lumbar muscles based on flexion-extension
tasks performed in SEMG electrode matrix setup. Results
demonstrated that healthy subjects clearly exhibited globally
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symmetric patterns between the left and right side of SEMG
channels, whereas the LBP patients group showed the loss
of global symmetric patterns. However, Revees et al. [103]
compared varsity athletes with and without low-back injury
history and reported no group differences in the imbalance
between sides, during an isometric trunk extension exercise.
Some earlier studies by Roy et al. [75] also reported that
left-right differences were present in both LBP and control
groups, recorded during isometric contraction exercise, thus
not being specific to one group particularly. The presented
results demonstrated certain ambiguities in reported findings,
likely to come due to different setups as well (e.g. isometric
exercise or functional tasks, athletes or the general popu-
lation, few SEMG channels or electrode arrays, etc.), with
no univocal conclusion about how the coordination patterns
contribute to the groups’ differentiation. Hence, the idea to
include coordination aspects into consideration, and to further
investigate such aspects of muscle activation imbalances
between sides, seemed plausible.

In this study, primarily the bilateral relations for ULES
and LLES were analyzed (section IV-B), thus not considering
contralateral imbalances as in some other studies [99].
Moreover, our proposed coordination measure was based
on the similarity measures calculated intra-subject between
left and right muscle sites, by pairing time-aligned time
epochs (L = 1000 ms, s = 50 ms) between muscle sites
throughout the whole exercise duration. This approach is
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different from studies where measures (e.g. MDF, RMS) were
calculated for each muscle site separately, and afterward,
such single-valued measures, were compared to establish
a macroscopic significance of existing imbalance between
sides [75], [99], [103].

In order to capture more subtle co-activation patterns
across all four muscle sites that were examined, an additional
measure of co-activation triggers score was introduced
(section IV-C). When considering movement-related LBP
differentiation based on the functional type of tasks (e.g.
flexion-extension) it is shown that there is a significant
difference in muscle activation patterns in the lumbar region
between healthy and LBP groups [28], [100], like differences
pertaining to FP and AEP patterns with motor control
impairments considered to be the mechanism for maintaining
CLBP. Also, altered temporal patterns of co-activation [98]
and activity (re)distribution [52] between muscle sites
in the lumbar region can be observed in LBP patients,
compared to healthy subjects, implying different activity
alignments for otherwise highly synergistic behavior of back
muscles [39]. In that course, an interest to capture such
temporal activation events on a finer time-localized scope was
raised. Furthermore, such observations are inherently easier
to capture for the functional type of exercises performed, due
to distinctive time-related events (e.g. sitting vs. standing,
flexion vs. extension, etc.) that are analyzed and compared
in the course of the time. However, for isometric exercise,
as in our case, a new measure (score) was required to
capture different time-related events within and between
muscle sites (Fig. 3), without an obvious external event-based
trigger that would induce time-related myoelectric changes.
For that reason, “alignment” and ‘“‘misalignment” scores,
for the respective primary feature in behind, were calcu-
lated. In this case, ‘““alignment” assumed time-aligned co-
activation (synergistic activation) across the majority of
muscle sites, whereas for “misalignment”, only individual
muscle (single muscle site) activations were observed, i.e.
no time-aligned co-activation across other muscle sites was
observed.

To support further the construction of a new comprehensive
model, fatigue indices and trends were included in the
secondary features groups as well. Fatigue assessment, based
on MDF linear regression, is a common concept utilized
in the analysis of LBP, although not always straightforward
results were reported. Namely, some papers reported higher
values for the initial median frequency, fo (15) in LBP patients
with statistical significance [25], whereas in some papers
no significant difference between healthy and individuals
with LBP was reported [13]. For the linear regression slope,
kg (15), the reported results were also not univocally straight-
forward, however, most of the papers report statistically more
significant results suggesting higher fatigability of muscles
in the lumbar region for subjects with LBP [42], [75], [76].
To expand features set in a search of potentially useful LBP
indices, beyond MDF and linear regression only, the Trends
feature group was introduced as a set of measures setting
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the relations for both intra-channel and between channels
(bilaterally and ipsilaterally), as presented in section IV-D.

B. HOW TO SELECT THE INITIAL FEATURE SET?

As the first step in the feature modeling process, fourteen
primary features (Table 2) were chosen as a basis to find
the best-performing ones in the context of LBP detection.
The focus was on TD features as the most commonly
employed feature group in SEMG-based classification [59],
[61]. Alongside, some of the TD features were a common
choice for many LBP-related studies, analyzing changes in
EMG amplitude for activation detection or exhibited force
levels via RMS, VAR, MAV or IEMG [6], [19], [20], [26].
Our initial set of primary (raw) features was further populated
with KURT and SKEW, as higher-order statistics measures
analyzed in [62], [104], MDF as used in a number of LBP
related studies [20], [21], [25]-[27], [30], PE as a measure of
non-linear signal complexity [64]. Finally, RVD, as a newly
constructed feature, was added to the feature set with the
intention to detect local changes in SEMG due to force level
changes, activation bursts, or co-activation triggers. Such a
feature was not found in any of the analyzed studies.

It was observed that the MDF feature demonstrated
below-average individual classification results, which coin-
cides with observations reported by Phinyomark et al. [59],
stating that EMG features calculated in the frequency domain
do not provide good results in EMG signal classification.
However, interestingly, SSC feature, characterized by carry-
ing certain frequency-related information, is shown to be one
of the best features in SEMG based classifications, namely,
being part of Hudgin’s and Du’s feature vectors, as well as
the best ranking individual feature in this study.

Alongside, correlation analysis confirmed high correlation
and redundancy among subset of features (MAV, IEMG, LD,
RMS, VAR) (Fig. 6), where in our case best performing
feature among these was VAR, unlike MAV in [57], [59],
or RMS as employed in many studies [19], [20], [26]. It is
also noteworthy to state that no bias towards boosting best
feature-classifier pairs was promoted, but results across all
classifiers were taken into account for the selection of primary
features subset that was further employed in constructing
secondary feature groups.

C. DO CONTEXTUAL FEATURES CONTRIBUTE TO LBP
DETECTION?

We analyzed the classification accuracy results for each of
the secondary feature groups individually (Table 5). It was
observed that none of the feature groups excelled in detecting
LBP patients alone. Best classification accuracy results,
among created feature groups, were demonstrated for the
coordination and co-activation measures with 0.91 (for fine
kNN) and 0.88 (coarse SVM), respectively, where median
accuracy results were 0.81 and 0.80, respectively. However,
when all features groups were combined as input into the
classifier models, the Complete set of features demonstrated
improved results with higher accuracy (0.90, 0.91 for the fine
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resolution and subspace kNN, respectively, and 0.93, 0.94,
0.94 for the medium Gaussian, cubic and quadratic kernel
SVM classifiers, respectively), as well as an improved median
accuracy (0.84) calculated across all classifiers.

These results contribute to the idea of introducing a
multifactorial approach for describing LBP through feature
modeling, as we hypothesized. Such concept was also
following the questions and comments posed by Dieén et al.
on differences in motor control between individuals with and
without LBP [101] and whether such variations, in motor con-
trol issues, might contribute to more personalized approaches
in LBP diagnostics and rehabilitation consequently [105],
thus avoiding “‘one-size fits all”’ approach [5], [34].

Although features’ diversity inherently assumes introduc-
ing more complexity into the classification models, this
is inevitable if an individualized approach is aimed to be
established. This was evidenced by the number of NCA
components required to describe our complete model for
detecting subjects with LBP (twenty components employed)
compared to coordination and co-activation models alone
(with eleven and twelve NCA components, respectively).
However, by introducing contextual and more meaningful
features and measures, the portion of complexity can be
lifted through more immediate medical interpretation. This is
contrary compared to some other studies where a significant
number of features was employed, but with more difficult to
interpret contributions of respective features [20], [39]. This
challenge especially holds when deep learning techniques are
employed [22]. Additionally, it is also worth acknowledging
that an excessive number of final feature components,
compared to the number of data samples, can lead to
overfitting if the feature modeling procedure is not properly
handled.

Moreover, different secondary feature subsets were
observed across all cohorts’ differentiation pairs as presented
in Table 7, where Coordination, Co-activation, and Trends,
as major feature groups, were present in all models. This
suggests that diverse secondary feature groups might indeed
support favorably LBP detection and differentiation through
the proposed measures of contextual modeling. Otherwise,
classification and differentiation results, based solely on
the primary feature group and fatigue indices, with no
constraint on the NCA components size, and submitted to the
same feature selections procedure, would have demonstrated
somewhat more success itself, as promoted in other studies,
especially considering the relevant features pool given at hand
(twenty-six different fatigue-based features and six primary
features per each channel). In this study, that was shown not to
be the case, where moreover, coordination and co-activation
characteristics were the key LBP modeling contributors.

D. DO DIFFERENTIATION MODELS PROVIDE
SATISFACTORY RESULTS?

The proposed method and the respective modeling demon-
strated to be successful in differentiating the LBP group
(a group combined from CLBP and RLBP patients) against
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HS, with the accuracy of up to 0.94 and high sensitivity
of up to 0.97 (Table 6). However, for such accuracy
results, the positive contribution of successfully detecting
patients with RLBP is likely imminent. Namely, HS vs.
RLBP classification pair provided median accuracy of
0.96, alongside high precision and sensitivity, with median
values of 0.97 and 0.99 across all classifiers, respectively.
Nonetheless, it is deemed fair to acknowledge that HS
vs. LBP model had to account for a significant variation
among groups and subjects at test, which also resulted in
the largest number of NCA components (twenty), pointing
to a complex model containing 4 out of 5 secondary feature
groups (only MDF-based fatigue indices were not included
in this particular model). On the other hand, differentiation
between CLBP and HS groups, only, was somewhat less
successful, but still with satisfactory results for the best
classification results in the range of 0.88 to 0.90. Similarly,
differentiation between CLBP and RLBP showed to be a
challenging task, where fourteen NCA components were
used to describe the model with at best classification
accuracy of 0.86 and 0.89 achieved for subspace and fine
kNN classifier, respectively. Furthermore, CLBP vs. RLBP
model was the most diverse model including all of the
secondary features group, thus pointing to motor control
and neuromuscular complexity (or variability) in behind.
Overall, these results are in alignment with so far commented
challenges in defining classification models for non-specific
CLBP problem description, as well as related to subgrouping
tasks, as indicated in the case of CLBP vs. RLBP.

Furthermore, in all of the classification pairs, time-to-
endurance (Tgpyc), as a single non-sEMG parameter utilized
in this study, did not contribute as a standalone parameter
to any of the classification models. This parameter alone is
generally shown to be a good indicator for the presence of
LBP in different studies [6], [13], [75], although sometimes
with contradictory results, as in work by Lariviere ez al. where
for healthy subjects shorter endurance was reported [106].

Additionally, it is also worth stating that the initial primary
feature selection, resulting in SSC, PE, WAMP, VAR, ZC, and
RVD feature set, was defined based on the best fit for HS vs.
LBP classification. Moreover, all classifiers were employed
out-of-the-box with a predefined set of parameters. This is
leaving room for further parameter optimizations that could
lead to the improved classification and differentiation results
for more challenging tasks (namely HS vs. CLBP, or CLBP
vs. RLBP).

When analyzing the classification results across twenty-
three classifiers and their variants exploited, it is shown
that SVM and kNN-based classifiers were consistently
providing the best classification accuracy results. More
concretely, quadratic and cubic kernel SVM, together with
fine resolution and ensemble subspace kANN, demonstrated to
be the most successful in dealing with LBP detection and
related differentiation tasks. On the other hand, classifiers
based on discriminant analysis and decision trees (together
with ensemble boosted and bagged trees) were the least

73721



IEEE Access

V. Srhoj-Egekher et al.: Feature Modeling for Interpretable LBP Classification Based on Surface EMG

successful. Below average classification success results for
LDA were somewhat surprising as it was one of the
most commonly employed classifiers in LBP classification
related tasks [12], [24]-[27]. Somewhat better results were
demonstrated by QDA, as dealing more successfully with
more complex classification tasks in the quadratic separation
surface, however, often suffering from resulting singular
covariance matrix calculations.

In this study, a certain caution was posed around kKNN-
based classifiers. Namely, the fine resolution kNN classifier
was labeling each sample at test based on only one (k = 1)
nearest neighbor. Such an approach is very prone to outliers
and noise. Additionally, NCA-based feature selection is based
on a 1-NN classifier, thus certain bias towards respective kNN
classification models might have been induced. To assess
these effects on concrete LBP classification tasks, further
investigation would be required. However, the obtained
results in this study showed that SVM outperformed kNN
classifiers, so it was deemed NCA not to have a decisive
bias-prone impact on the classification success for the
methods proposed. Moreover, for the ensemble subspace
kNN models a medium resolution with X = 10 was employed.
Furthermore, certain limitations might have been introduced
with the feature selection procedure being performed on
the whole data set. In an ideal case, the resulting feature
models (i.e. feature selection) should have been validated
on the data not being used for features (attribute) selec-
tion [97]. Otherwise, the information leakage and overfitting
might have occurred, where for the filter-like selection
approaches [107] the area under the receiver operating
characteristic curve (ROC) might have grown for 5-10%,
as for the scenarios demonstrated by Smialowski et al. [97].

E. CAN WE INTERPRET CLASSIFICATION MODELS?
Interpretability has been posed as another goal of this study,
alongside satisfactory classification results. By employing
the feature selection based on NCA, we have preserved
the features in the original domain. This, combined with
contextual feature modeling, has opened the opportunity to
introduce more meaningful explanations in the classifica-
tion models, giving more insights into the individualized
SEMG-expressed characteristics related to LBP.

By taking the example of HS and RLBP differentiation,
we observe that RLBP can be differentiated from HS
with a very high accuracy (0.96 median value) by only
taking three feature components (Table 7). Moreover, such
a strong classification distinction can be translated into a
discriminative visual representation, as shown in Fig. 8§,
with a very clear separation of grouping between the
RLBP and HS. This was confirmed with the Wilcoxon
rank sum test at 5% significance level. Furthermore, such
visualization now provides a direct insight into the variations
of the underlying RLBP characteristics (when compared with
the HS group). It can be observed that these contextual
characteristics are dominantly related to the LLES region
with coordination (bilateral) and co-activation (synergistic
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time-alignment) aspects. Namely, the provided information is
suggesting that patients with RLBP are dominantly exhibiting
reduced bilateral coordination and co-activation in the LLES
region compared to HS individually. Also, looking into the
SSC-based feature (Tr-2) with a slower decreasing trend
for RLBP patients, one of the interpretations could be that,
in RLBP patients, one side of ULES is less engaged in
muscle activity, thus less exposed to muscle fatigue. These
interpretations follow some of the previous observations
reported on asymmetrical functioning patterns in lower back
muscles in patients having radiculopathy [30], where the
reported asymmetry is likely to be related to the characteristic
one-sided radiating pain.

On the other hand, differentiation between HS and CLBP
introduced more components (thirteen) into the model,
thus leading to an assumption of a more complex, i.e.
more diverse, neuromuscular and motor control dynamics
in behind. This complexity and diversity can be captured
directly from Fig. 9 where two CLBP profiles for two
different patients (left and right plot) are shown. Also,
it can be observed that no clear separation between HS
and CLBP groups is possible, moreover indicating quite
heterogeneous CLBP profiles within the same group category
(i.e. non-specific CLBP), unlike to more homogeneous RLBP
case. However, this again concords with so far discussions
on multifold variations in LBP patients and the necessity
of subgrouping to tackle non-specific CLBP [34], [101].
If analyzing the CLBP patient’s profile on the right side
of Fig. 9, we observe that all coordination, co-activation,
muscle activity, and fatiguability are significantly inhibited
compared to median values for both the HS group and CLBP
group. On the contrary, CLBP patient’s profile on the left side
demonstrated a significant muscle activity and changes in
the LLES region, even exceeding statistically significant high
values characteristic for the HS group (components 1, 5, 7,
9), alongside more muscle activity and co-activation present
in ULES region (components 2 and 11) that are somewhat
more characteristic to CLBP group itself. Furthermore, two
additional expressions were observed. As the first one, a sig-
nificant LLES L-R coordination for more complex muscle
activity patterns in behind (component 7), and quite inhibited
LLES L-R coordination for the exerted contraction force
levels. For the HS group in general, these two coordination
aspects are more balanced on the individual subject level,
whereas this particular coordination discrepancy pattern has
been observed in several other CLBP patients as well. As the
second characteristic expression, on LLES left side, excessive
muscle activity was detected, resulting in lots of hits and
misses in co-activation triggering (components 9 and 10),
where, overall, more synergistic misalignments were detected
(components 10 and 12), compared to HS group.

One of the possible explanations for these two very dis-
tinctive profiles, observed across CLBP patients (Fig. 9), is in
that patients adapt to pain due to musculoskeletal deficiencies
in manifold ways. In some cases, these adaptations lead
to avoidance-like inhibited behavior, or to an increased
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FIGURE 8. NCA component values are shown in spider plots for
comparison between HS and RLBP subjects. NCA component values for
each HS (gray) and RLBP (red) subject, are shown on left. Median values
for each feature component, for HS and RLBP group, in black and red
solid contours, shown on right, respectively. Dotted contours, inner and
outer, for 25- and 75-percentile, shown for HS and RLBP group, in gray
and light red, respectively. Three resulting NCA components, (1) to (3),

as listed in Table 7 under HS vs. RLBP comparison. Components with *
indicate the Wilcoxon rank sum test with a difference of median values at
5% significance level.

(11

(12) (12)

(10) (10)
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FIGURE 9. NCA component values for two individuals with CLBP are
shown in spider plots with blue contours (left and right). Median
component values across all HS and CLBP subjects are shown in black
and red dashed contours, respectively. NCA components are labelled with
(1) to (13) and referencing to Table 7. Components are organized in such
a manner to follow the geometric placement of muscle sites, with
components 8, 13, 11, and 2 relating to ULES (top) and the remaining
components relating to LLES (bottom). The notion for left and right
geometric placement is followed where possible. Components with *
indicate the Wilcoxon rank sum test with a difference of median values at
5% significance level.

muscle activity to protect and compensate for the painful
parts [37]. For the given profile examples, it is noteworthy
to state that the endurance times (Tgpg) were 49 and
128 seconds, for the inhibited and increased muscle activity
cases, respectively. For such outcomes, the psychological
and anticipatory pain avoidance effects, reflected through the
neuromuscular coding, also play a role.

Results, like those here presented, might further contribute
to the insights into the inconsistencies reported in the
number of studies that result in contradictory interpretations.
Elaborated commentary on these challenges were also given
by Dieén et al. [6], [101].

F. CONTRIBUTIONS

A novel approach for LBP patients detection and dif-
ferentiation with contextual feature modeling has been
proposed. Contextual LBP characteristics were modeled
via secondary feature groups (Coordination, Co-activation,
Trends, and Fatigue indices) derived from the simple
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raw (primary) features. NCA, as the feature selection method,
was employed with the aim to preserve the features in
the original domain. Therefore, a basis for further LBP
patients’ subgrouping has been established by providing
a closer insight into the LBP-related neuromuscular and
motor control characteristics. Additionally, new visualization
of discriminating components via patient profiles has been
proposed, thus facilitating medical interpretations.

The experiment for the proposed method had been
arranged in a minimal setup to avoid manifold biases,
where the primary focus was to validate the very concept
of contextual feature modeling with corresponding expert
interpretation. The frame for the setup was as follows: simple
isometric trunk extension exercise, only two pairs of bilateral
SEMG probes in the lumbar region (ULES and LLES), and
ready classifiers with a predefined set of parameters, and with
no additional fine-tuning.

The initial (primary) TD feature set, consisting of six
features SSC, PE, WAMP, VAR, ZC, and RVD, has been
proposed, validated, and consequently used to create sec-
ondary feature groups. A novel RVD feature had been created
and introduced in this study to capture local myoelectric
changes in muscle force or energy levels. By checking
the NCA components in Table 7, it can be observed that
the features based on RVD took a significant part in all
of the resulting classification models, especially useful
in co-activation triggers analysis. This suggests RVD to
be a relevant feature choice and good discriminator in
respective SEMG-based contextual LBP models. Similarly,
PE is contributing in all models, except for HS vs. RLBP
differentiation, for which a less complex model pertains.

Also, DTW and Spearman distance have been validated
as similarity metrics for LBP coordination measures. These
metrics have not been seen in other LBP studies, however,
in this study, they have contributed to the final results (unlike
some other metrics, like Euclidean distance or MI), thus
proving a certain level of their usability in LBP analysis for
more complex modeling, especially for the most challenging
CLBP vs. RLBP differentiation tasks. In this study, we have
also presented an approach for calculating coordination
similarity measures intra-subject directly between muscle
sites on time-aligned feature sequences accounting for local
changes.

A novel contextual measure for tracking the co-activation
alignments, across all muscle sites examined, has been
constructed and employed. Co-activation scores have shown
to be, alongside coordination-based features, the most
contributing features to the overall classification results and
models. Additionally, the benefit of applying autocorrelation
to co-activation score measures has been confirmed. This
approach proved to be useful in additionally improving
the discriminating power of selected features, for all clas-
sification pairs except for HS vs. RLBP. One possible
explanation for its success is that the autocorrelation by its
nature has emphasized periodic or regular patterns of muscle
activations, whereas, cases with irregular activation patterns
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TABLE 7. NCA components lists and comparison as a result of different subject groups classification and differentiation for HS vs. LBP, HS vs. RLBP, HS vs.
CLBP, CLBP vs. RLBP, from left to right, respectively. Secondary feature group (Group), feature metric (Metric), and involved relations among muscle
locations (Relation), as feature insights, are listed for each classification group. Groups labeled CO, CA, TR, Fl, and PR, stand for Coordination,
Co-activation, Trends, Fatigue indices, and Primary-derived secondary feature groups, respectively. Each group’s Metric provides information about the
primary feature behind it (except for FI with implicit MDF). For the CO group, DTW, Corr, and Spear stand for dynamic time warping, Pearson correlation,
and Spearman distance metrics, respectively. For the CA group, s- and u- stand for respective co-activation alignment (“sync”) and misalignment
(“unsync”) scores. For TR group, Tr-1 to Tr-5 stand for features given with respective equations (10)-(14), with including respective muscle locations
relations. For the Fl group, FI-1 to FI-6 stand for fatigue indices as per section IV-E. The PR group is represented with the max value calculated on the
respective raw (primary) feature. Muscle location relations are expressed in terms of different relation combinations for ULES (UL) and LLES (LL) lumbar
regions, left (L) and right side, and starting (st.) or ending (end) segment of the exercise. The number of NCA components are twenty, three, thirteen, and
fourteen for HS vs. LBP, HS vs. RLBP, HS vs. CLBP, and CLBP vs. RLBP, respectively.

NCA HS vs. LBP HS vs. RLBP HS vs. CLBP CLBP vs. RLBP
Group Metric Relation Group Metric Relation  Group Metric Relation Group Metric Relation

1 PR max ZC LL-R TR Tr-2 SSC min UL TR Tr-1 SSC min LL PR max ZC LL-R

2 PR max SSC UL-L CcO Corr SSC LLL-R TR Tr-2 SSC min UL TR Tr-4 VAR LL L-R st.
3 PR max VAR LL-R CA s-RVD LL-L TR Tr-4 WAMP  LL L-R end TR Tr-3 RVD max LL-UL
4 TR Tr-3 ZC max LL-UL TR Tr-4 RVD LL L-R end TR Tr-4 PE LLL-R st.
5 TR Tr-1 SSC min LL TR Tr-1 PE min LL FI FI-0 LL-R {0
6 TR Tr-2 SSC min UL Cco Corr VAR LLL-R FI FI-1 LLL-Rk
7 TR Tr-3 SSC min LL-UL Cco Corr PE LLL-R FI FI-6 LL-R

8 TR Tr-4 RVD LL L-R st. CA s-SSC UL-R Cco* DTW SSC LLL-R
9 TR Tr-4RVD  LLL-Rend CA s-WAMP LL-L CO* DTW RVD UL L-R
10 Cco Corr VAR LLL-R CA u-WAMP LL-L Cco* Spear PE ULL-R
11 Cco Corr RVD ULL-R CA™ s-SSC UL-L CA s-PE LL-R
12 CA s-VAR LL-R CA™ u-WAMP LL-L CA™ u-WAMP LL-L

13 CA u-VAR UL-R CA™ s-PE UL-R CA™ s-RVD UL-L
14 CA s-WAMP LL-R CA* u-RVD UL-R
15 CA u-WAMP UL-L

16 CA s-RVD LL-L

17 CA s-RVD UL-R

18 CA™ s-WAMP LL-L

19 CA™ s-RVD UL-R
20 CA™ s-PE UL-R

*Groups with autocorrelation derived feature.

were diminished, thus further separating away those samples
with initially less mutually distinctive co-activation triggering
(as assumably more present in HS vs. CLBP case). In HS
vs. RLBP case, this distinction was evident even without
autocorrelation transformation, which seems likely possible
due to significant motor control and myoelectric differences
between HS and RLBP.

The performance of twenty-three classifiers and their
variants have been validated and the best classifiers have
been detected, namely, cubic and quadratic kernel SVM, fine
resolution kNN, and ensemble subspace kNN classifier. Very
good classification results have been achieved for different
classification pairs between subject groups, especially for the
LBP detection (CLBP and RLBP against HS) and RLBP
differentiation (from HS), alongside maintaining meaningful
medical interpretation.

G. FUTURE WORK

We presented this study and the respective methodology as
part of a broader effort in building CDSS for supporting
medical experts in subgrouping of LBP patients together
with medical interpretation in behind. One of the main
future efforts will be to establish not only qualitative
but also quantitative-based profiling for individuals with
LBP pathology. Thus, the intention is to more precisely
measure inter-relations of different contributing factors (com-
ponents or features) that result in potentially very distinctive
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individual LBP profiles, as shown in this study (Fig. 9).
By categorizing more similar profiles, based on qualitative
interpretation and quantitative measures, we believe addi-
tional advancements in inferring underlying neuromuscular
and motor control processes could be made, hence leading
to more personalized care with better confidence in the
final rehabilitation outcomes. Additional insights might be
drawn by correlating results with ODI, RDQ, and VAS
indicators as well. Altogether, the resulting procedure should
be maintainable in such a manner to enable the applicability
of the respective method in clinical practice.

Another concurrent path, for further research, is to
introduce additional effects into the proposed LBP contextual
feature modeling, like analyzing contralateral and ipsilateral
relations between lumbar regions muscle sites that might pro-
vide additional insights into the corresponding coordination
aspects in LBP patients.

Future work further aims to tackle the verification of the
proposed method on other unseen sets of subjects (with and
without LBP) from different cohorts involved. This would
reinforce the method’s generalization and support removing
any potential validation biases.

Finally, we believe that including additional muscle sites or
bringing in more complex exercise tasks, would provide more
insights into the underlying muscle activity mechanisms,
although posing the questions on the complexity of the
resulting models and subsequent interpretability of such
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results. These aspects are worth exploring in the future with
an aim to find a good balance among the setup complexity,
amount of information and derived interpretation.
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